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Abstract: In recent years, electricity big data has extensive applications in the grid 
companies across the provinces. However, certain problems are encountered 
including, the inability to generate an ideal model using the isolated data possessed 
by each company, and the priority concerns for data privacy and safety during big 
data application and sharing. In this pursuit, the present research envisaged the 
application of federated learning to protect the local data, and to build a uniform 
model for different companies affiliated to the State Grid. Federated learning can 
serve as an essential means for realizing the grid-wide promotion of the 
achievements of big data applications, while ensuring the data safety. 
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1. Introduction 

Electricity big data is known to possess widespread applications at companies 

under the State Grid in recent years, including the evaluation of electricity charge 

collection risk[1]-[5], electricity theft identification[6]-[8], overload of distribution 

transformer[9]-[10], and electric vehicle layout optimization[11]-[12]. For each grid 

company across the country, the model is trained, based on the already possessed 

business data. Currently, different companies in different provinces work in an isolated 

manner. In the era of big data, the urgent issues faced include the means to break data 

barriers and to perform collaborative modeling across the companies. Collaborative 

modeling across the companies can help to overcome the problems like low data 

quality and small sample size at each grid company, and also promote the grid-wide big 

data applications. 

Federated machine learning provides a framework for machine learning, which 

facilitates the data use and development of models in machine learning across the 

institutions under the premise of users' privacy and data safety protection, and 

compliance to laws and regulations. Federated learning was initially proposed by 

Google[13]  in 2016 and started to attract a lot of interest in the academic and industrial 

circles by 2019. At present, federated learning has become a hot technology in the field 

of artificial intelligence research and application. At present, two major difficulties 

need to be overcome in big data applications: (1) Data-related problems: In actual 

applications, the problems of limited data volume and low data quality are common, 

especially in the specialized fields. For example, electricity theft analysis, severe 

overload in the distribution transformer, customer complaint forecast, and big customer 
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loss. In these fields, the annotated data is hardly enough to support model training. (2) 

Problems of privacy protection: Worldwide consensus has been reached as to data 

privacy and safety, and concerted efforts have been made to protect the data privacy 

and safety. In May 2018, the European Union (EU) published the General Data 

Protection Regulation (GDPR), which consists the regulations imposing the constraints 

on data acquisition, transmission, retention, and processing. Requirements on data 

privacy and safety protection have added to the difficulties in data acquisition, sharing, 

and exchange and brought an unprecedented challenge for the realization of many 

artificial intelligence technologies and applications. 

Literature [14]-[18] shows the research and practice of confidential data protection 

during the model training process. In this study, we propose a uniform federate learning 

platform, which can be used for the sharing of a uniform model without data exchange 

across the companies under the State Grid. A particular emphasis was laid upon the 

application of the horizontal federated learning across the companies under the State 

Grid. 

The advantages and features of federated learning used across the companies under 

the State Grid via a uniform platform are as follows: (1) The model is trained 

separately by using local data of each company, which satisfies the requirements for 

users' privacy and data safety protection; (2) The model algorithm is trained by grid-

wide data with iterative optimization, thereby solving the problems of limited sample 

volume and difficult annotation; (3) All participants enjoy an equal status and are 

engaged in fair cooperation. In this way, the encrypted exchange of information and 

model parameters can be achieved, while safeguarding the independence of participants. 

Moreover, all participants could grow synchronously. 

2. Federated learning 

Federated learning defines the machine learning architecture, under which 

collaboration among the parties possessing different data is achieved through the 

design of a virtual model, without incurring the need for data exchange. The virtual 

model is an optimal model for pooling the data from different parties, where the local 

objectives are served in different regions according to the model. With federated 

learning, it is essential that the modeling results should be infinitely close to those of 

the conventional model. That is, the data from different parties are pooled together for 

the modeling. Under the federated mechanism where all participants enjoy equality of 

identity and status, it is possible to build a shared data strategy. As there is no data 

transfer, there will be no privacy leak or violation of the data norm. Therefore, the 

requirements for data privacy protection and legal compliance gets satisfied. 

Federated learning has three major components: data source, federated learning 

system, and users. The relationships between the three components is illustrated in 

Figure 1. In a federated learning system, data from all sources are pre-processed. The 

learning model is built collaboratively, and the output is the feedback to the users. 
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Figure. 1 Components of federated learning 

The Customer Service Center of the State Grid Corporation of China has 

developed the supermarket for big data application sharing as a part of the exploration 

in federated learning applications. Based on the features of the State Grid Corporation 

of China, this supermarket offers a federated learning system along with the 

coordination and organization services. All companies under the State Grid 

Corporation of China are the participants and users of federated learning. 

2.1 Vertical federated learning 

This method employs two datasets that have many overlaps in users, but not in 

user features. The data are vertically partitioned (i.e., feature dimension), and the 

portions of data that share the same users but not the user features between the two 

datasets are selected and used for training. This method is known as vertical federated 

learning. 

For example: Collaborative construction of an electricity charge overdue model is 

carried out between the grid company and the cooperative enterprise. The grid 

company possesses data Y, including the label data and overdue records. These data 

may be sufficient for building a good model. However, we may want to obtain more 

data, such as the label data and profile data of the cooperative party, in order to 

improve the performance and stability of the risk control model. 

The problem with the conventional model is as follows: The cooperative enterprise 

cannot build the model independently due to the lack of data Y. It needs the grid 

company to bring data Y into the production environment of the cooperative enterprise 

for modeling. However, given the national laws on data protection and the strict 

regulations laid down by enterprises on their own data, the data X obtained from the 

grid company cannot be transmitted in full volume to the cooperative enterprise. 

This problem can be addressed through vertical federated learning. As shown by 

the right side of the above figure, the data in both two parties share the same ID, though 

the features are different. The features lacking in one party can be made up by using the 

features from the other party. 
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Table 1 Vertical federated learning 

Cooperative enterprise (bank) Companies under the State Grid 

ID 

ID number 

X1 

Account 

receivable 

age 

X2 

Monthly 

profit 

X3 

Grade 

ID 

ID number 

X4 

Monthly 

electricity 

consumption 

Y 

Electricity 

charge 

overdue 

u1 7 100 A1 u1 7 1 

u2 8 200 A2 u2 8 1 

u3 9 400 A1 u3 9 0 

u4 10 500 A3 u4 10 0 

u5 12 100 A4 u5 12 0 

2.2 Horizontal federated learning 

This method employs the two datasets that have many overlaps in user features, but not 

in users. The data are horizontally partitioned (i.e., user dimension), and the portions of 

data that share the same features, but not the same users between the two datasets are 

selected and used for training. This method is known as horizontal federated learning. 

For example: The grid company in province A and the grid company in grid B 

collaboratively build an electricity theft model for the purpose of optimizing the 

electricity theft identification model. The need for collaborative modeling arises from 

the failure of the electricity theft models built separately by each party to meet the 

actual requirements for performance and stability. The federated learning mechanism 

can be utilized to make advantage of anti-electricity-theft samples from multiple parties 

to build a very expansive model without sample leak. Now with horizontal federated 

learning, the grid companies in both province A and B have (X, Y). 
Table 2 Horizontal federated learning 

Company in province A 

ID 

ID number 

X1 

Daily electricity 

consumption of 

user 

X2 

Voltage 

X3 

Current 

Suspected 

electricity theft 

u1 20 220 10 0 

u2 30 220 20 0 

u3 30 220 20 0 

u4 40 220 20 0 

u5 50 000 10 1 

Company in province B 

ID 

ID number 

X1 

Daily electricity 

consumption of 

user 

X2 

Voltage 

X3 

Current 

Suspected 

electricity theft 

u6 20 220 0 1 

u7 30 220 0 1 

u8 30 220 0 1 

u9 40 220 20 0 

u10 50 000 10 1 
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3. Building a uniform grid-wide model through horizontal federated learning 

The grid companies in different provinces share the same business-related need for the 

evaluation of electricity charge collection risk, electricity theft identification, overload 

of distribution transformer, work and production resumption analysis, and electric 

vehicle layout optimization. The model is trained separately by each company based on 

their own business data. At present, such work is done in an isolated manner. However, 

the State Grid Corporation of China faces an urgent need to build an effective uniform 

model for nationwide popularization by promoting a collaboration among the 

companies. 

3.1 A brief introduction to the business scenarios 

For the business scenarios of electricity theft and electricity charge collection risk, the 

following problems exist when the grid companies undertake the modeling work 

separately: 

(1) Electricity theft is a small probability event, and the sample size of electricity 

theft is small. After eliminating the poor quality, the sample size gets even smaller. 

(2) There are currently two pathways for the exploration of data sharing and data 

application sharing. The first is to pool the data from different parties. The second is to 

promote the wider use of mature model developed by a company in a certain province. 

However, there may be a problem of the data leak, and a general model is hardly 

possible due to the differentiation of businesses across the companies. 

By forming an alliance for federated learning, different companies reach the 

federated protocol for multiparty cooperation. Without the need for sharing data across 

the parties, the federated big data ecosystem can be built to achieve the collaborative 

updates and optimization of the machine learning model. Thus, federated learning is 

very important in the optimization and integration of big data resources. 

3.2 Architecture of horizontal federated learning 

A typical architecture of horizontal federated learning is presented in the Figure 2. In 

this system, k participants sharing the same data structure are engaged in the 

collaborative learning of the machine learning model through parameters or cloud 

server. A typical hypothesis is that the participants are honest, while the server is 

honest and curious. Therefore, no participant is allowed to leak information to the 

server. 

The training process of this system usually consists of the following four steps: 

Step 1: The participants calculate the training gradients locally and mask the 

gradients through encryption, differential privacy or secret sharing technology. The 

masked results are sent to the server.          

Step 2: The server implements secure pooling, without knowing about the 

information of the participants.            

Step 3: The server sends the pooled results to the participants.              

Step 4: The participants update their respective models using the deciphered 

gradients. 
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                                   Figure. 2 Architecture of horizontal federated learning 

The above steps are iterated until the convergence of the loss function, leading to 

the end of the entire training process. The above-described structure is independent of 

the type of machine learning algorithm used (eg., logistic regression or DNN). All 

participants share the final model parameters. 

Safety analysis: If the gradient pooling is done by SMC or homomorphic 

encryption, it is usually indicated that the above-mentioned structure can protect a data 

leak from the influence of the semi-honest server. However, this structure can be 

vulnerable to the attack from an another safe mode. That is, the generative  adversarial 

network (GAN) obtained by training in the collaborative learning process by the 

malicious participants. 

The protocol developed by WeBank is used as a reference. The homomorphic 

encryption technology is used in this protocol, and the central parameter server has no 

way to know the parameters and models after pooling (this requirement can be 

loosened sometimes). In this way, the privacy of the participants is protected to the 

maximal extent. Moreover, the central parameter server is usually not involved in the 

training. Its only role is the pooling and distribution of the encrypted parameters. 

3.3 Homomorphic encryption 

Homomorphic encryption is a special encryption scheme, which allows the third parties 

to operate the encrypted data without a prior decryption, and the result of decryption is 

consistent with that of the plain text. Hence, the homomorphic encryption is an 

effective technology to protect the privacy of the users. The training process employs 

the homomorphic encryption to ensure that the intermediate training parameters have 

the same training effect with or without encryption. The data owner does not upload the 

model and data, hence, the other participants are unable to use the intermediate 

parameters to infer the content of source data.  
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Considering a logistic regression model  as an example [19]: 
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Logistic maximizes the likelihood estimator as shown in Equation  (2). 
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where, 
t

  is  learning rate at step  t , 

and 
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The HEAAN scheme proposed by Cheon [20] [21] is adopted in this case. The 

HEAAN scheme supports the approximate arithmetic of the encrypted messages, so 

that the size of the parameters do not increase too much. Futhermore, it reduces a 

certain precision and greatly improves the efficiency. The Heaan scheme supports the 

key generation, encryption, decryption, addition and multiplication. At the same time, 

the scheme supports message packaging. If the encryption function is H, then the 

encryption gradient of each provincial company is shown by Equation (4). 
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where, G(u,t) is the Step t iterative encryption gradient for u-Th provincial company.  

3.4 Technological realization 

FATE, an open source program first maintained by WeBank, provides a secure 

computation platform to support the federated learning algorithms. FATE realizes the 

secure computation protocol based on homomorphic encryption and multiparty 

computation. It supports the secure computation in the federated learning framework 

and machine learning, including the typical machine learning algorithms as logistic 

regression and gradient boosted regression trees, and also in deep learning, transfer 

learning and other frontier algorithms. FATE not only provides a framework, but also 

runs some classical algorithms, including the linear regression, gradient boosted 

regression trees and other classifiers. It has been sufficiently verified in practice that 

FATE can be readily applied to the industrial field. If the developers are not willing to 

construct the federated learning model from scratch, they can borrow from the mature 

ones or make certain modifications on this basis. 

The architecture of FATE[22] is illustrated in Figure 3.  
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Figure. 3 Architecture of horizontal federated learning 

Furthermore, FATE offers a set of friendly, cross-domain mutual information 

management protocols, which solves the difficulty of information security audit in 

federated learning. A simple, easy-to-use open source tool platform enables a 

multiparty data collaboration while protecting users' privacy and data safety and 

conforming to government regulations. 

3.5 Applications of federated learning in the supermarket for big data application 

sharing 

Federated learning is not only a technical standard, but also a business model. The 

Customer Service Center of the State Grid Corporation of China sets up a special space 

for federated learning in the supermarket for big data sharing, which can serve as a 

mutual benefit and collaboration platform for different companies under the State Grid. 

Stage 1. Model training: The sensitive data can be shared through the training model to 

the party needing these data. That is, the party needing the data, uploads the model to 

the sharing platform, from which the data provider downloads the model and trains it 

with its own data. After the training is done, the updated model is uploaded to the 

sharing platform. In this way, only the trained model is made available for the party 

needing the data, which allows for data sharing without the leak of sensitive data. 

This method is further illustrated through the example of electricity theft 

identification. To this goal, the data on the users' daily electricity consumption, three-

phase voltage, three-phase current, distribution transformer number, and user profiles 

are usually needed. The target variable is suspected electricity theft, to which the value 

of 1 or 0 is assigned. 

The training process of the horizontal federated learning model can be summarized 

as follows: Initially, the initiator of federated learning for electricity theft identification 

uploads the original model to the supermarket for big data application sharing as the 

initial sharing model. Each participant downloads this model and independently 

calculates the gradient according to their respective data. Initially, the gradient is 

encrypted and sent to the server of the big data sharing supermarket. The federated 
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model of the big data sharing supermarket (server) implements weighted averaging of 

the models uploaded to the cloud without accessing the data from any client terminal. 

Thus a new sharing model is obtained. Later, the computation results are returned to 

each participant. Finally, the client terminals update their respective models using the 

deciphered gradients. 

Let the encryption function of HEAAN scheme be �.Equation (5) can be deduced 

as: 
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In step t, the gradient values of provincial companies are G(u1,t),G(u2,t),……, 

G(um,t), which are uploaded to the server of federal learning management system. The 

server carries out weighted average as given by Equation (6). 
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The server is unable to decrypt G and also the model parameters. It only knows the 

homomorphic encryption domain, but it is unable to decrypt without the private key. 

The client downloads the parameters, decrypts it with its own private key, and then 

updates its own model. 

Operational logic: 

Step 1: t=1, Provincial companies get the provincial model gradient based on local 

data 
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Step 2: Gradient encryption  
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Step 3: Upload to the server of federal learning management system 

Step 4:The server carries out weighted average 
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Step 5: The server sends it to the provincial company, provincial company get  

Decryption gradient, 
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Step 6: Proceed to the next iteration 

1 tt                                                     (11) 

Step 7: When the overall loss function is less than the threshold value, the iteration 

is stopped 

 

Figure. 4  Horizontal federated learning  Operational logic 

Stage 2. Application of a common model: The common model is shared through a 

remote technology. The data users can have a direct access to the big data application 

products by uploading the data or by processing the data with the middle platform. 

Application products are usually related to specific business scenarios, including the 

whole process of data processing and integration, computation, analysis and display. 

These products have a strong specificity for businesses, and can be shared via the 

remote technology. The party needing the data can use the application products 

according to the instruction manual. The data processing can be performed according to 

the use workflow for the application products. 

The process of common model sharing can be summarized as follows: The 

cooperative party of the federated learning uploads the common model to the big data 

application platform, which can developed into the abnormal electricity consumption 

identification products for the use of grid companies in other provinces. This 

cooperative party will get credits as a reward, so as to facilitate the popularization of 

the achievements of big data applications. 

Practical application: Five provincial companies participate in the federal study of 

electricity theft identification. The data format of provincial companies collects and 

processes electricity charge data, voltage data and current data according to the same 

standard, and marks electricity stealing situation, the data standards is shown in the 

Table 3. 
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Table 3   Data standards 

Customers data  

Customer 

id 

Tariff 

data set 

Voltage 

data  set 

Current 

data set 

Suspected 

electricity 

theft 

id1 T1 V1 C1 1 

id2 T2 V2 C2 1 

id3 T3 V3 C3 1 

id4 T4 V4 C4 0 

……… ……… ……… ……… ……… 

 

The application effect is shown in the Table 4. 
Table 4   Model effect 

Model effect 

Model Sample size 
Prediction  

accuracy（%） 
Recall（%） 

Provincial companies 
independently identify the 
electricity theft 

（Logistic） 

10000(avg) 30.4(avg) 50%(avg) 

Provincial companies use the 
federal learning model 

（Logistic） 

10000(avg) 
50000(total) 

70.5(avg) 60%(avg) 

4. Conclusion and Future Work 

Through the practical application of federal learning in the analysis of electricity theft 

in five provincial companies, it can be seen that the effect of federal learning is better 

than that of individual provincial companies. 

We have discussed the multiparty collaboration and application of horizontal 

federated learning within the State Grid. The electricity businesses across the 

companies in different provinces have considerable overlaps horizontally, and the 

federated learning enables the trans-party model training. However, a cross-domain 

collaboration may be needed for the construction of the electricity big data application 

sharing ecosystem. For example, the collaboration between the banks and internet 

companies. Vertical federated learning is a good way to expand the knowledge of the 

attributes of electricity users in the financial and Internet fields. These features, if 

pooled in an encrypted state, can be used to promote the performance of the sharing 

model and in the construction of the electricity big data application ecosystem. In the 

future, the application of vertical Federation learning is the focus of our research and 

exploration. 
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