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Abstract. Classification modeling is one of the key issues in sentiment analysis. 

Support vector machine (SVM) has been widely used in classification as an 
effective machine learning method. Generally, a common SVM is only for 

decision-making that sacrifices the distribution of data. In practice, sentiment data 

are big and mazy, which results in the deficiency of accuracy and stability when 
common SVM is used. The study investigates sentiment analysis by applying the 

twin objective function SVM, including nonparallel SVM(NPSVM) and twin 

SVM (TWSVM). From the experiments, we concluded  that twin objective 
function SVMs are superior to NB and single objective function SVM in accuracy 

and stability. 
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1. Introduction  

Because of the flourishing development of the internet and Web2.0, an increasing 

number of people are depending on the network. They express their feelings or evaluate 

on things via discussion forums, blogs, twitter, etc., which results in massive and big 

data explosion.  However, it is difficult to collect and process vast amounts of 

information online by artificial methods. Sentiment analysis technology came into 

being in this environment. Sentiment analysis technology is an emerging field that 

mine unstructured information. Its aim is to take advantage of automation and 

intelligent technology analyzing mining, reasoning and learning the subjectivity text 

messages that have some emotional colors, obtaining the potential and valuable hidden 

information. Currently, sentiment analysis technology has many widely used 

applications in fields of business intelligence application, recommender systems, 

message filtering and so on [1][2]. Therefore sentiment analysis technology is a hot 

research field. Sentiment information classification, which classifies the binary 

appraisal data, that have subjective information, is one of the main tasks in the 

sentiments analysis. Sentiment analysis, which is based on supervised learning, 

emotional research is a hot research area based on machine learning. The machine 

learning technique of emotional classification is of because it can model many 

functions and capture context [3] in the process. And they are relatively easy to adapt to 
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changing inputs and the possibility of measuring the uncertainty of the classification. 

The method of monitoring training from the manual classification is the most 

popular.[4],[5],[6],[7]. 

In addition to the Non-negative Matrix Tri-factorization[8],Genetic Algorithms[9], 

the most supervised learning algorithm which used on the sentiment analysis are still 

Naïve Bayes (NB),Maximum Entropy (ME)and Support Vector Machine 

(SVM )[10],[11]. A SVM [12] Operate by constructing a hyper plan with the closest 

training distance with the largest Euclidean distance. This can regard as the range 

between the separating hyper plane and the two parallel hyper planes on each side, 

indicate the border of an example of a class in the feature space. It is known that SVM 

is robust in the case of many features, not destined by the curse of dimensions, and 

produces the highest accuracy in sentiment classification [13]. However, a single 

objective classification, that aims at structuring the decision-surface of data, does not 

fit  the data well, and it has some disadvantages, such as, running slowly, and being 

applicable only to small data.  

Twin objective function SVM are now a hot in the field of studying support vector 

machine. The method has two objective functions, aiming to produce two separating 

hyper planes, thus, having more advantages than single objective function SVM. Such 

as, considering more data characteristics, more amenable to parallel computing, making 

the classification more accurate, faster, broadening the scope of data, and so on. This 

study applies two general and representative twin objective function SVM to the 

sentiment analysis. These two methods are Twin Support Vector Machine (TWSVM) 

introduced by R.K.jayaadeva. et. al. and Non-parallel Support Vector Machine 

introduced by Tian [14]. In our experiment, we compare Naïve Bayes (NB), the 

classical SVM algorithm Lib SVM and SMO with the two methods that are used in this 

study. The results show that twin objective function SVM are prior to other machine 

learning methods in accuracy and stability on the sentiment analysis data sets. 

This paper is organized as follows. Section 2 briefly dwells on Naïve Bayes, the 

single objective function support vector machine. Section 3 describes two twin 

objective function support vector machines (TWSVM and NPSVM). Section 4 presents 

the experimental results and section 5 contains the conclusion. 

2. Methods 

2.1 Naïve Bayes 

One approach to text classification is to assign to a given document a 

class * arg max ( )bb p b a� .We derive the NB classifier by first observing that by Bayes’ rule: 

( ) ( )
( )

( )

p b p a b
p b a

p a
� , 

where ( )p a  plays no role in selecting *b . To estimate the term ( )p a b , NB 

decomposes it by assuming the 'if s  are conditionally independent given 'a s class: 
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That is to say, assuming that each independent function is an indication of the 

allocation class, independent of each other, we chose this classifier because of its 
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simple implementation,high computational efficiency,and straightforward features in 

learning. [15], [16]. We used the NB classifier of WEKA. 

2.2 SVM 

SVM, which was introduced by Vapnik and his co-workers in the early 1990s, is a 

classifier for the two types of the optimal classification that are linear inseparable. The 

goal of the SVM is to find an optimal separating hyper plane by constructing a hyper 

plane separating two classes with no error and maximizing the margin of the two types. 

For classification about the training data 

 },,...,1 | ),{( liyxT ii ��                                                                                                    (1) 

where .,,1},1,1{, liYyx ini �������� Linear SVM is applied to solve the following 

primal quadratic programming problem (QPP): 
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where  C   is a penalty parameter and 
i�  are the slack variables. The Wolf Dual of 

(2) can be expressed as:                                                                      
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where l�� are Lagrangian multipliers. The optimal separating hyper plane of 

(3) is expressed as: 
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A new sample is classified as +1 or -1 according to the final decision function 
).)sgn(()( bxwxf �	�  

Lib SVM and SMO are the effective algorithms to solve SVM. Lib SVM is 

developed and designed by Zhiren Lin and others of the Taiwan University. It is a 

simple, easy to use fast, and efficient packages to solve the SVM recognition and 

regression. It involves few adjustment parameters, and provides cross-validation 

functions. SMO is a fast and efficient algorithm for the SVM. It transfers the large 

convex programming problem into a small convex programming problem, and then it 

can train the larger data sets. The study described in this paper mainly uses the 

following two methods to solve the problem of the SVM. 

2.3 Twin Objective Function SVM  

Single objective SVM has some of the following problems when it is applied in the 

sentiment analysis. A single objective function is aimed at constructing the decision-

surface of the data, but it is not fit well to the distribution of data with the different 

emotional categories. Twin objective function SVM can achieve optimal data 

classification data while approaching data effectively.   
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2.3.1 TWSVM 

TWSVM is proposed by Jayadeva based on SVM. Its goal is to find two hyper planes 

for binary classification, with each super plane approaching one of the categories and 

being far away from other categories as soon as possible. 

Consider the binary classification problem with the training set  

)},1,(,),1,(),1,(,),1,{( 11 ����� �� qppp xxxxT ��                                                                        (5) 

TWSVM seeks two hyper planes 

0)( ��	 �� bxw  and 0)( ��	 �� bxw                                                                                  (6) 
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where 2,1,0 �
 idi
 are the penalty parameters .First, we obtain the dual problems of  

(7) and (8) by using the Lagrangian equation and KKT conditions: 
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We can obtain the solutions ),( �� bw  and ),( �� bw  of the problems (9) and (10) from 

the above calculation. A new data nx ��  can be predicted to belong to emotional 

category by 
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where 	 is the perpendicular distance of point x  from the planes  

�����	 ,,0)( kbxw kk
 

TWSVM improves the accuracy of the SVM, while increasing the speed of SVM, 

but TWSVM needs to calculate the inverse matrix during computing process, thus is 

still very difficult for large-scale data processing. 
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2.3.2 NPSVM 

NPSVM is based on sustain vector machine and double support vector machine, its 

main goal is also to find two hyper planes fitting each category of data. However, due 

to its form, it is very similar to the standard SVM, we can solve the NPSVM by using 

the technology for solving the standard SVM. 

We seek two nonparallel hyper planes 0)( ��	 �� bxw  and 0)( ��	 �� bxw  for the two 

types of data(such as (5)) by solving two convex QPPs 
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and  
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where 4,,1,0 ��
 iCi  are the penalty parameters. First, we obtain the dual 

problems of (13) and (14) by using the Lagrangian equation and KKT conditions: 
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We can obtain the solutions ),( �� bw and ),( �� bw  of the problems (13) and (14) 

from the above calculation. A new data nx ��  can be predicted to be positive or 

negative by (12) 
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NPSVM is much more easily solved by computing than TWSVM, Therefore, it 

runs faster than the latter, and easier to implement as well. Since the main functions of 

these two SVMs appear in pairs, we call them the dual objective function support 

vector machine.   

3. Experiments 

The study reported in this paper mainly uses the standard database that is commonly 

used in the sentiment analysis ,the first data set is the Intel Movie Database (IMDB),the 

second dataset is the Pang[13] Database. The third is the NLPDVD database. The 

features of these three data sets shown in table 1. 
Table 1.  Database features 

Database Size Positive Negative Feature 
Pang2002 2000 1000 1000 8614 

IMDB 4000 2000 2000 5706 

NLPDVD 4000 2000 2000 2000 

In the experiments, in order to obtain the precision execution efficiency, we use 

the data preprocessing. That is, we select the emotional word with the document 

frequency greater than two and with the document sets greater than ten as the feature. 

Then, we use TF-IDF to represent the text. Each experimental data set is randomly and 

equally divided into a training set and test set.  

In this section, we compare NB, SVM (Lib SVM and SMO) and dual objective 

function on the three standard data sets. In a large number of experiments, the study 

found using the linear kernel on the three data sets is better than radial basis function. 

Therefore, all the methods in the experiments use the linear kernel. For all the methods, 

the optimal parameters 2,1, �idi
 in TWSVM and, 4,,1, �iCi

 in NPSVM are tuned for 

the best classification accuracy in the range 52� and 52 . Get the best parameters �  in 

this range [0, 0.5] with the step 0.05. Lib SVM, SMO and NB taken from WEKA 

which is an open source collection tools. Classification accuracy of each method is 

measured by the standard fivefold cross-validation methodology. All methods are 

implemented on a PC with an Intel Core processor and 4GB RAM. The experimental 

results are shown in Table2.    
Table 2. Mean value of benchmark date set 

In order to illustrate the stability and accuracy of the algorithm in sentiment 

analysis, we performed some experiments on IMDB data sets and pang2002 data sets, 

to account for various percentages of the training set for testing. The results are shown 

in figures 1 and 2. 

 

Data sets NB  
Accuracy% 

Lib SM 
Accuracy% 

SMO 
Accuracy% 

TWSM 
Accuracy% 

NPSM 
Accuracy% 

Pang2002 70.5 77.9 84.8 92.74 81.4 

IMDB 79.94 83.9 86.1 90 92.69 

NLPDVD 66.5 75.65 69.4 87.64 81.15 
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Figure 1. Average results of IMDB 

 
Figure.2. The average results on pang2002 

The analysis of the above results according to Table 2 shows that Twin objective 

function SVMs are higher by approximately 1% to 10% than NB and Single objective 

function SVM in classification accuracy, when they run on IMDB data sets and 

pang2002 data sets. As clearly seen from figures 1 and 2, NPSVM and TWSVM are 

better than NB, Lib SVM, and SVM classifiers in stability and accuracy. 

4. Conclusion 

In this study, the Twin objective functions TWSVM and NPSVM were applied to 

sentiment analysis and good results were obtained. Experiments show that in most 

cases, the double objective function SVM has better classification accuracy than the 

other three methods. At the same time, the training speed of NPSVM is significantly 

faster than Lib SVM and SVM. In addition, the dual objective function SVM generates 

two separate hyper planes. Therefore, its application range is much wider. In sentiment 

analysis, the life-long objective function SVM, as a classifier, has a stronger 

generalization performance than a general support vector machine. 
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