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The envisioned applications of machine learning (ML) in high-risk and safety-
critical applications hinge on systems that are robust in their operation and that can be
trusted. Automated reasoning offers the solution to ensure robustness and to guarantee
trust. This talk overviews recent efforts on applying automated reasoning tools in ex-
plaining black-box (and so non-interpretable) ML models [6], and relates such efforts
with past work on reasoning about inconsistent logic formulas [11]. Moreover, the talk
details the computation of rigorous explanations of black-box models, and how these
serve for assessing the quality of widely used heuristic explanation approaches. The talk
also covers important properties of rigorous explanations, including duality relationships
between different kinds of explanations [7,5,4]. Finally, the talk briefly overviews ongo-
ing work on mapping practical efficient [8,3] but also tractable explainability [9,10,2,1].
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