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Abstract.

Hierarchical clustering is one of the most preferred choices to understand the un-
derlying structure of a dataset and defining typologies, with multiple applications
in real life. Among the existing clustering algorithms, the hierarchical family is one
of the most popular, as it permits to understand the inner structure of the dataset
and find the number of clusters as an output, unlike popular methods, like k-means.
One can adjust the granularity of final clustering to the goals of the analysis them-
selves. The number of clusters in a hierarchical method relies on the analysis of
the resulting dendrogram itself. Experts have criteria to visually inspect the dendro-
gram and determine the number of clusters. Finding automatic criteria to imitate
experts in this task is still an open problem. But, dependence on the expert to cut
the tree represents a limitation in real applications like the fields industry 4.0 and
additive manufacturing. This paper analyses several cluster validity indexes in the
context of determining the suitable number of clusters in hierarchical clustering. A
new Cluster Validity Index (CVI) is proposed such that it properly catches the im-
plicit criteria used by experts when analyzing dendrograms. The proposal has been
applied on a range of datasets and validated against experts ground-truth overcom-
ing the results obtained by the State of the Art and also significantly reduces the
computational cost.

Keywords. Hierarchical Clustering, Cluster Validity Indices, Calinski-Harabasz
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1. Introduction

Hierarchical clustering is a powerful technique that very well addresses the challenge
of discovering the underlying structure by creating a hierarchy of data partitions into
smaller object groups from top to bottom. This is represented in a tree diagram, called
dendrogram. The dendrogram provides a visual trace of the whole clustering process
that the clustering experts can inspect manually and decide the number of clusters in
the dataset. There are two clear advantages of this approach. Firstly, the expert takes an
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informed decision after inspecting the dendrogram closely. Secondly, it avoids running
multiple runs of CVI’s, such as silhouette [1], gap-statistic [2] as in the case of flat
clustering methods which aims to find the best number of clusters corresponding to the
local maxima.

The motivation behind this research comes from a wider research project of devel-
oping an Intelligent Decision Support System for Industry 4.0 applications. The proposed
system is expected to monitor the performance of 3D printers in real-time through sensor
data. In [3], the authors describe a hierarchical clustering-based method to profile sensor
data from 3D printing. A key challenge in this system is to find appropriate print profiles
from the sensor data with no prior knowledge about the cluster formation or the number
of clusters itself. Hence, the research discussed in this paper directly helps in building
an automated solution to find the number of clusters similar to what the human experts
would find using a dendrogram manually.

The previous work by Karna et al. [4], however, shows that the original Calinski-
Harabasz index has several instances where the number of clusters disagrees with what
human experts suggested. Although proposed ΔKcond criterion [4] improves performance
but still requires further fine-tuning to correctly match with experts’ criterion.

Hence, the goal of this paper is to assess the reasoning behind the disagreement be-
tween the human-criterion and the algorithmic method. To contribute to the research, a
complete methodology is discussed with a new CVI for detecting the number of clusters
automatically in hierarchical clustering. Its performance on 100 samples from a real-life
dataset is also discussed in brief. The rest of the paper is thus structured as follows. A
brief survey of related literature is presented in Section §2, followed by a formal defini-
tion of the research problem in Section §3. Two new CVI’s are proposed in Section §4
and the corresponding methodology is discussed in detail in Section §5. A summary of
the experimentation results is discussed in Section §6. The authors conclude the paper in
Section §7 and discuss the future lines of research and use cases.

2. Literature Survey

Some strategies to determine the number of clusters in a hierarchical clustering are
cross-validation, resampling, and finding the knee or elbow of an error curve. The cross-
validation approach estimates the best number of clusters by partitioning the data into
v parts and iteratively evaluate a cluster validity criterion developed on v− 1 parts on
the vth part. However, the approach requires extensive computation which limits its ap-
plicability when the data becomes huge and results are expected quickly. In [5], Overall
and Magee presented a replication-based stopping rule in which a replication defined by
higher-order clustering helps identify the distinct underlying populations (clusters) in a
multidimensional space. The resampling-based methods require drawing several boot-
strapping samples from the parent distribution and this becomes infeasible as the size of
the dataset grows and is not suitable when the size of the data is huge and time com-
plexity is really important. Finding the number of clusters by optimizing a CVI curve
and identifying the local maxima (or minima) at the knee is also used in a variety of
situations. Sevilla et al. in [6] reviews several CVI’s and how they associate with the
data topology. Gap-statistic proposed by Tibshirani et al. [2] is another CVI. It tests the
hypothesis that the model has a single cluster (K = 1) and tries to reject it with an al-
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ternative hypothesis that (K > 1). In [7], the authors used clustering-gain as a metric
for finding an optimal number of clusters in hierarchical clustering. The clustering gain
curve is designed to discover the distinct clusters when the intra-cluster similarity is the
maximum and the inter-cluster similarity is minimum. In [8], Zhou et al. proposes a new
CVI, called CSP (compact-separation-proportion) based on the idea of nearest neigh-
bour. The optimal number of clusters is estimated corresponding to the maximum aver-
age value of the CSP index. The Calinski-Harabasz index [9] is one of the most com-
mon and often regarded as the best CVI to determine the number of clusters in hierar-
chical clustering. Milligan in [10] conducted an extensive experiment on thirty different
CVI’s and concluded the Calinski-Harabsz to be the most consistent one. In the recent
work by Karna et al. in [4], the authors performed empirical analysis on several real-life
datasets and presented an improved CVI, called, ΔKcond , that maximizes the difference of
successive Calinski-Harabasz indices over a range of K clusters (k = 1,2, ...K) However,
many instances were seen where this proposed criteria did not comply with the experts’
determined number of clusters using dendrogram.

In [11] a proposal to find the right number of clusters in a big data environment is
provided by Luna et al. that consists of two clustering validity indices handling a large
amount of data in low computational time. The idea of reasoning over the heights of
the nodes of the dendrogram has been explored by some authors, but none provides a
simple and computationally cheap criterion that can suitably match what experts do in
real practice.

To the extent of interpreting cluster patterns, several works relevant for this research
are studied. In [12], the authors present an approach to interpret cluster patterns in real
datasets. Gibert et al. [13, 14] the distance for clustering complex datasets with messy
data is presented. In [15] this is generalized to include semantics variables. These metrics
will be introduced when prior knowledge on the 3D printing problem enters into the
system. In [16] the dynamics of the system is introduced to see how clusters evolve along
time.

3. Research Problem

Let us consider a multivariate numerical dataset, with the information about a set I of
N k-dimensional objects as i1, i2, ...iN . Thus the goal of a hierarchical clustering is to
partition I into a sequence of nested partitions Pk (k=2, 3, ...K= N-1).

Pk = {Ck1 ,Ck2 , ...Ckk};k = 1,2, ...N−1 (1)

where Ckk represents the kth cluster of the Pk partition of I.
The successive Pk are composed of disjoint clusters covering I. Thus, the dendro-

gram maps into the sequence P1,P2, ...,PN−1 and ∀k ∈ (2,3, ...N−1),Pk is nested in Pk−1
so that one of the clusters of the Pk−1 subdivides in two in the Pk.

The objective of this paper is to develop an automatic criterion to identify the most
appropriate Pk partition that divides the dataset I into k clusters such that the outcome
is closest to what the human experts would achieve using the visual method. The main
optimization criterion in this method is to find the value of k that optimizes the differ-
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ence between the homogeneity of clusters and distinguishability among them. The more
homogeneous and distinguishable the clusters are, the better is the partition.

4. Research Proposal

In theory, the number of clusters obtained by using Calinski-Harabasz method should
match with the number of clusters deduced by the experts looking at the dendrogram. In
[4], 5 different criteria based on Calinski-Harabasz index are proposed and evaluated to
this purpose. In this research, all of them are evaluated over several datasets to see if they
approach sufficiently well the criteria used by experts in visual inspection. In practice, a
human expert usually decides the best cut of the dendrogram where the branches have
longer gaps between nodes (regarding height), and each branch below the horizontal
cut of the dendrogram results in a separate cluster. Underperformance has been detected
on all these criteria and will be discussed in the application section. Experts choose
the height representing the biggest disruption on the distinguishability. Following this
intuition, two new criteria are presented in this paper to find the number of clusters based
on the height of different nodes of a dendrogram.

Let hk,k ∈ 1 : N−1 be the height of node k in a given dendrogram built over I. The
values of h keep the value of the distance between clusters merged at each node of the
dendrogram. These values directly depend on the linkage method used in the hierarchical
process that generated the dendrogram.

I ΔH criterion: The ΔH criterion maximizes the gap of linkage height between two
consecutive nodes of the dendrogram, starting from the root of the tree. Mathemat-
ically, the criterion can be defined as in eq 2.

K∗ΔH
= argmax

2≤k≤K
(ΔHk);k ∈ (2,3, ..K−1) (2)

, where

ΔHk = hk−hk+1;k ∈ (2,3, ..K−1) (3)

As it will be seen later in this paper, experimental results elicited that ΔH crite-
rion underperforms where the best cut of the tree is 2 clusters, as experts apply a
heuristic in these cases. For this reason, a knowledge-based heuristic is introduced
and a second criterion is proposed.

II ΔHcond criterion: The ΔHcond incorporates the heuristic that in some cases the ex-
perts skip a best cut in 2 clusters. This does not happen when the second-best cut
is much closer to the bottom of the tree. This notion is represented through a ratio
between the heights of the two highest nodes of the dendrogram, represented by
hroot and h2 respectively. Mathematically, this can be defined as eq 4.

K∗ΔHcond
=

{
K∗2ΔH

if K∗ΔH
= 2 and (h2/hroot)> 1/3

K∗ΔH
otherwise (4)

where K∗ΔH
and K∗2ΔH

are the maximum and second maximum of ΔK criterion. This
introduces the flexibility to even consider 2 as the best clustering solution but only
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when the height of the root of the dendrogram (that results in two clusters) is at
least thrice highest than the height of the second-highest node of the tree. Fig 1 and
fig 2 help understand the distinction between the two scenarios. Details of these
figures and the underlying logic will be clarified in section §6.

Figure 1. (a) Dendrogram for sample 15; (b) ΔK curve for sample 15

Figure 2. (a) Dendrogram for sample 55; (b) ΔK curve for sample 55

The procedure to compute ΔH and ΔHcond criteria are summarised as follows:

i For a dataset I containing N objects, compute the pairwise distance matrix.
ii Perform the hierarchical clustering I and build the corresponding dendrogram τ .

iii Obtain a list L of the nodes of τ sorted by descending height of nodes in descending
order such that H = hroot > h2 > h3 > .....hn−1.

iv Fix the maximum depth of nodes (K ∈ 2 : N−1) in the dendrogram to be consid-
ered to determine the number of clusters. Since, the bottom part of the dendrogram
consists of nodes extremely close to each other, the optimal line of cut is placed in
the top portion of the tree. Hence, in general, K < N/2 and this helps save half of
the computations. The parameter K can heuristically be chosen (say, K < N/2).
Return the first K nodes in L with their corresponding heights, namely (L′,h′), in
order to make a decision.
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Figure 3. (a) Dendrogram of sample 10; (b) Dendrogram of sample 31

v Apply the criterion to the pair (L′,h′).

The approach can be verified by visualizing an annotated top part of τ with the height
of top K nodes from the root of the tree. This step is to be carried out only to compare
the values recommended by the criteria against the human-assigned one. An illustrative
example can be seen in fig 3.

5. Research Methodology

This research evaluates 5 different CVI including the original Calinski-Harabasz index
(denoted as MK),its two variants (ΔK , ΔKcond ) (as proposed in [4]) and the two new pro-
posed criteria based on the inner morphology of the dendrogram, namely, ΔH and ΔHcond .
These criteria are all applied to S datasets (s ∈ (1,2, ..S)), all with a same number of ob-
jects N. For each dataset the dendrogram is obtained by using any hierarchical clustering
method. The first K cuts of the dendrogram are obtained K,k ∈ (2,3, ...N/2). Given a
CVI, f , f ∈ (MK ,ΔK ,ΔKcond ,ΔH ,ΔHcond ), a matrix χ fs,k is created where χ fs,k is the value
of f for Pk of sample s.

Our main goal is to develop a criterion that approaches the number of clusters given
by human experts. The proposed strategy is as follows:

I Let us consider a total of S dendrograms and the corresponding reference data, all
of the same size.

II Subject each sample to hierarchical clustering (in this work with Euclidean dis-
tance and Ward’s method), and obtain the dendrogram (τs,s ∈ (1,2, ...S)).

III For each τs, obtain Pk (k ∈ 2...K = 9) and compute the following for each k:

i Compute the matrix χ for the Calinski-Harabasz index (χ fs,k = Ms,k)
ii Compute

Δs,k = Ms,k−Ms,k+1,s ∈ 1,2, ..S,k ∈ 2,3, ..K−1 (5)

IV Let Ks, f , f ∈ (Mk,Δk,Δkcond ,ΔH ,ΔHcond ),s ∈ (1,2, ..S),k ∈ (2,3, ...9) be the return-
ing number of clusters by each of the criteria f respectively.

V Get experts’ assistance in providing the number of clusters from the dendrogram
(τs,s ∈ (1,2, ...S)). Let Es,s ∈ (1,2, ..S) be the number of clusters provided by the
human experts for case s ∈ (1,2, ...S), by visual inspection of τs.
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VI Compare the algorithmically determined number of clusters (Ks, f against Es) and
assess the quality of f for each case s∈(1,2, ...S)

εs, f = |Ks, f −Es| (6)

VII Build a table of frequencies of εs, f and the associated bar-charts and analyze the
cases of largest mismatches.

VIII Take a representative case with εs, f > 0, visualize the dendrogram, get the CVI-
proposed number of clusters and the one proposed by the experts, and try to under-
stand the reason for the discrepancy by analyzing the dendrogram. Use as many
cases as required until a comprehension of the failure of the criterion emerges. Use
the results of this analysis to perform a modification on the CVI and evaluate the
impact on the performance.

IX Compute the accuracy for a criteria f over S cases, denoted as A f as follows:

A f =
card{|K∗f ,s−E|= 0}

S
;s ∈ 1,2, ..S (7)

where K∗f ,s denotes the optimal value of number of clusters using f th criterion over
s samples.

X Compare accuracy A f over all of the candidate criteria. The winner criterion is the
one that maximizes the accuracy.

6. Application

The research proposal has been evaluated on S = 100 real-life data samples obtained
from an Industry 4.0 process. Each dataset is of size N=500 and 10 numerical variables
are used. Euclidean distance and Ward method have been used to cluster the samples.
An ample mix of different types of morphological structures in their dendrograms is
provided. In particular, it might be interesting to draw S random samples of a single
reference dataset I, all of the same size, without replacement.

Following the methodology presented in 5, the dataset χ is built with 100 Calinski-
Harabasz index curves for a range of K = 8 clusters (each curve representing a dendro-
gram with a different topology as shown in fig 4.

It can be seen that different morphologies of dendrograms correspond to different
patterns of curves. Fig. 1 and fig. 2 show how the pattern of the ΔK curve seems to be
associated with the good or bad performance of the criterion, and also with different
morphology of the reference dendrogram itself. Fig. 1 shows ΔK curve monotonically
decreasing with the maxima occurring at 2 (K∗Δ = 2), and the same is also evident from the
dendrogram as well (E15 = 2), resulting in accurate match (ε15,ΔK = 0). On the contrary,
in the case of fig.2, while the local maximum occurs at 2 (K∗Δ = 2), the experts skip 2 as
the best solution and rather suggests 7 clusters (E55 = 7) and results in a big mismatch
(ε55,ΔK = 5) which in fact, is the second local maximum.

Hierarchical clustering was performed on the dataset of ΔK curves of all 100 sam-
ples in order to find groups of similar dendrogram morphologies together for detailed
analysis. Seven distinct classes are identified with the clustering exercise and samples
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falling in different classes are analyzed independently. It is observed that the practice
of skipping the maxima when (K=2) and switching to the second optimal value of k
is quite common among human experts. This is due to an implicit exercise that cutting
the tree into 2 clusters leads to a dichotomous solution which is rarely useful enough
for further decision making. And thus, an implicit clustering rule often tends to shift to
second-best solution where more than 2 clusters exist. This reasoning can also be seen
when the authors in [4], proposed ΔKcond criterion. In a particular case of sample-55 (fig
2), ΔKcond does provide 7 as the number of clusters matching correctly with the experts.
However, this is not always true and while analyzing the classes from the previous clus-
tering exercise, several instances can be seen where this condition disagrees with the ex-
perts. Hence, it can be concluded that the Calinski-Harabasz criteria either in its original
form or the variants as proposed in [4], do not truly capture the structure of the dataset,
whereas the experts make a decision based on the vertical gaps in the dendrogram. This
leads us to our proposal of using the height of nodes in a dendrogram to decide the best
number of clusters.

The error distribution after applying the ΔH criterion on all 100 samples can be seen
in Table 1. It is clear that in most of the cases, K∗ΔH

= 2, that implies that in 85% of
the cases, the algorithm determined 2 as the best cluster while the expert determined
otherwise. This is similar to the case of Calinski-Harabasz index (MK) which differs
from the experts as guessed. This is aligned with the experts’ judgment as discussed in
the case of sample-15 and sample-55.

Figure 4. (a) CH curves for all samples; (b) CH curves for all samples after clustering

Following the proposal in section 4, the ΔHcond can visually be expressed with the
help of an annotated dendrogram of sample-10 and sample-31. From fig 3, one can com-
pute the height-factor as (h2/hroot = 27.1/85.5 = 0.316) and also K∗ΔH

= 2. Hence, fol-
lowing the criterion in eq 4, the K∗ΔHcond

= 2 as the ratio of height is lesser than 1/3.
Applying the same criterion to sample-31, the height-factor becomes (h2/hroot =

43.0/68.5 = 0.627) and with K∗ΔH
= 2 and K∗2ΔH

= 3. Therefore, the second maxima is to
considered and thus K∗ΔHcond

= 3 is chosen as the best value. Thus, the proposed criterion
ΔHcond correctly matches with experts’ number under different morphological structure
of the dendrogram.

The error distribution of the ΔHcond criterion along with other candidate criteria, is
provided in Table 1. This method correctly matches 93% of all experts’ numbers and
performs significantly greater than all other criteria including the proposals in [4].
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Table 1. Error distribution of the different CVI analyzed

Values of error

CVI ε = 0 ε = 1 ε = 2 ε = 3 ε = 4 ε = 5 ε = 6 ε = 7 Error

rate

Acc.

MK 15 23 9 5 15 13 19 1 0.85 0.15

ΔK 23 38 16 15 5 2 1 0 0.77 0.23

ΔKcond 55 25 10 6 2 2 0 0 0.45 0.55

ΔH 15 44 17 15 5 3 1 0 0.85 0.15

ΔHcond 93 2 2 3 0 0 0 0 0.07 0.93

7. Conclusion

The research reveals that though in theory, the Calinski-Harabasz index, being the ratio
of between-cluster and within-cluster variance, works similar to how a dendrogram is
built when choosing Ward′s criteria, it does not fully unveil the properties of the data.
As a result, the number of clusters determined using dendrogram varies to a large ex-
tent when the same is being done through the MK method. A deeper analysis of this
has been discussed in section §6, which leads to developing a novel approach of using
dendrogram-height based index (ΔHcond ) that emerges to be far superior to any of the cri-
teria listed here. A key advantage of using ΔHcond lies in the direct application of scaling
the hierarchical clustering into real-life applications where humans are replaced with in-
telligent automated systems while still retaining their inherent heuristic in a mathematical
form (as defined in eq 4).

This research directly fits into a bigger project that aims at developing an intelligent
decision support system for Industry 4.0 processes in which a specific module deals with
the automatic clustering part. Considering the immediate application of this approach,
certain preprocessing steps have been ignored in this research such as missing-value-
treatment and outlier-removal, however, they may be included in the future lines of this
research. Also, the research methodology has been applied on real-life datasets with
unknown clusters and rather experts’ judgment and is taken as ground truth. This would
be extended further in the future by applying the proposal on synthetic as well as a pre-
labeled dataset to assess the performance of this criterion. It is also to be noted that the
main intent of this research is to identify the number of clusters closest to a human,
however, a deeper investigation is also to be done in the future with respect to assessing
the quality of the clusters. A key advantage of this research lies in reducing the CPU-
time that is consumed in finding the elbow of the CVI curve. The proposed criterion
identifies the right number of clusters from the initial linkage matrix and no multiple runs
of hierarchical clustering are needed.
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