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Abstract. A reconfigurable optical data center network is proposed, in which the 
optical bandwidth can be automatically reconfigured by reallocating time slots 

based on the real time traffic. Numerical investigations validate that the network 

performance of packet loss after reconfiguration decreases by 58.5%, and the end-
to-end latency decreases by 63.8% with comparison to the network with rigid link 

interconnections, and thereby increasing the 9.4% of throughput at load of 0.8.  
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1. Introduction 

With the rapid development of traffic boosting applications, the traffic presents a rapid 

growth trend in data centers (DCs) [1-2]. This poses unprecedented challenges to the 

existing data center network (DCN) based on electric switching technology from the 

aspects of both switching technology and network architecture [3-4]. The development 

and application of optical switching technology in DCN has been extensively 

investigated to overcome the bandwidth bottleneck of electrical switches [5-6]. However, 

the high bandwidth between the top-of-racks (TORs) in optical DCNs is uniform after 

the network building, which cannot reallocate bandwidth according to the variety of 

traffic in real-time [7-8].  

In the latest researches, a feasible solution is to configure specific transmission links 

or devices for specific applications using load distribution algorithms [7]. However, the 

deployment of load distribution mechanism will increase the complexity of network 

control and management, and then increase the cost, especially for large networks. 

Another method is to build a flexible reconfigurable network with the capability to 

dynamically adjust optical bandwidth [9-10]. However, the proposed schemes need 

complicated network interconnections and control mechanism. This is hard to afford the 

large-scale network with requirements of low management cost and power-consumption. 

In this paper, we propose a reconfigurable optical DCN, ReDCN, which can allocate 

time slots according to the traffic proportion to then reconfigure the bandwidth. In the 
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proposed ReDCN network, we implement a field programmable gate array (FPGA)-

based scheduler, which is used to deploy the reconfigurable instructions. The scheduler 

reconfigures the time slots and bandwidth according to the collected ToR traffic and 

topology information to provide adaptive optical bandwidth for the links in the cluster. 

The network can provide adaptable optical bandwidth to the hosted application with 

variety of traffic, and thereby reduce the packet loss rate, improves the latency and 

throughput performance.  

2. Reconfigurable Architecture 

Figure 1. shows the proposed network which is divided into n clusters. There are k 

servers interconnected through ToR in each rack, and each cluster contains n racks. The 

traffic (Ethernet frame) generated by the server is divided into three types (intra ToR, 

intra cluster and inter cluster) according to its destination. Ethernet frames are first 

processed at the Ethernet switch of each ToR. The intra-cluster links are interconnected 

by the AWGR, while the i-th electronic switch interconnects the i-th ToR of each cluster, 

where i = 1, ..., N. Therefore, inter cluster communication only needs two hops. This 

interconnection improves the flexibility of the network. 

2.1.  Schematic of the ToR 

The function block of ToR implemented by the FPGA is shown in Figure 2.. Each rack 

contains k servers interconnected through Ethernet switches in ToR. The Ethernet switch 

processes Ethernet frames with different destinations generated by the server and 

accordingly forwards them to the AWGR and the electrical switch. In each ToR, n 
transceivers (TRXs) with corresponding electric buffers are deployed to store the traffic 

to the AWGR (p) and electric switch (n-p) respectively for intra cluster and inter cluster 

communication. By processing the MAC address of each frame destined for intra cluster 

and inter cluster links, ToR can calculate the traffic of each link and sends this traffic 

statistics (traffic distribution within and between clusters) to the FPGA based controller 

on the optical link. 

 

Figure 1. The structure of the proposed reconfigurable optical DCN. 
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2.2. Reconfigurable Scheme 

In this work, the distributed scheduling system based on FPGA connects ToR through 

optical links to monitor and collect traffic and topology information. The controller 

redistributes the time slot according to the collected traffic information, and reconfigures 

the optical bandwidth of the connection in the cluster to adapt to the current traffic mode.  

 

To highlight the characteristic of the reconfiguration scheme, an example assumes 

that 4 clusters containing 4 racks in a DCN. Each ToR has 4 TRXs, and they are 

connected through optical links with AWGR. The i-th buffer caches the traffic sent to 

the i-th ToR, i=1, 2, 3, 4. The traffic ratio distributing to different destinations is different. 

We design the reconfiguration scheme by reallocating the different scheduling time for 

each buffer so that they can forward traffic with corresponding bandwidth. As the 

reconfiguration scheme is shown in Figure 3., ToR1 sends 50%, 40%, 10% intra traffic 

to ToR2, ToR3, ToR4, respectively. Before reconfiguration, the bandwidth is uniformly 

allocated for the links to the different destination. In our reconfiguration scheme, the 

controller will adjust the bandwidth allocation by reallocating time slots. So the cycle is 

accordingly divided into 0.5t, 0.4t and 0.1t to schedule corresponding buffers, with t 

 

Figure 2. Schematic of the ToR 
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Figure 3. Reconfiguration scheme 
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representing one scheduling cycle. FPGA is a parallel processing logic element, the time 

slot allocation can be faster, so as to reconfigure the optical bandwidth and realize fast 

switching scheduling. 

3. Simulation and Results 

In our experiment, the DCN with 2560 servers is simulated on OMNeT++ platform, 

which is divided into 8 clusters, 8 racks in each cluster and 40 servers in each rack. ToRs 

have 2 ports, each port connect with 4 destination ToRs in the same cluster through an 

AWGR. The traffic ratio in the rack, intra-cluster and inter-cluster are shown in Table 
1.. The Intra-cluster traffic proportion on each link connected to AWGR is the same and 

the division of different ToR’s intra traffic is shown in Table 2.. After reconfiguration, 

the bandwidth is divided according to the traffic proportion. There are 4 time slots in 

each cycle, and all ToRs schedule a buffer in each time slot. The link rate between server 

and ToR is 10Gbps, and the link rate from each buffer to AWGR is 100Gbps. The buffer 

size of ToR is 80KB, and the buffer queue from the ToR to the server is 20KB. 

Table 1. Studied traffic pattern. 

 Intra-ToR Intra-cluster Inter-cluster 

Traffic 50% 37.5% 12.5% 

 
Table 2. The ratio of intra-cluster traffic 

 ToR1 ToR2 ToR3 ToR4 ToR5 ToR6 ToR7 ToR8 

ToR1 0 0.2 0.2 0.1 0.05 0.15 0.2 0.1 

ToR2 0.2 0 0.1 0.2 0.15 0.05 0.1 0.2 

ToR3 0.2 0.1 0 0.2 0.2 0.1 0.05 0.15 

ToR4 0.1 0.2 0.2 0 0.1 0.2 0.15 0.05 

ToR5 0.05 0.15 0.2 0.1 0 0.2 0.2 0.1 

ToR6 0.15 0.05 0.1 0.2 0.2 0 0.1 0.2 

ToR7 0.2 0.1 0.05 0.15 0.2 0.1 0 0.2 

ToR8 0.1 0.2 0.15 0.05 0.1 0.2 0.2 0 

Figure 4. shows the simulation results in terms of the packet loss, ToR-to-ToR 

latency, Server-to-Server latency and throughput before (2560 network) and after 

reconfiguration (2560 network-R). The packet loss begins to deteriorate when the load 

is 0.6 when the bandwidth is uniformly allocated, and it begins to deteriorate at the load 

of 0.8 after reallocating timeslots. Buffers in ToR will be filled faster so that the packet 

loss in the ToR buffers is more when the load is higher, verifying our reconfiguration 

scheme is more effective at the high load. Because the bandwidth is reallocated according 

to the traffic, the buffer can be scheduled in time, so the packet loss rate reduced by at 

most 58.5%.The ToR-to-ToR latency and Server-to-Server latency begins to deteriorate 
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at the load of 0.6, and it gets improvement by 63.8% after reconfiguration since the 

bandwidth is adapted to real time traffic. When the load is higher, more traffic arrive at 

server’s buffer queues, so the packet loss in the server queues becomes dominant. 

Because we only calculate the latency of successfully received traffic, so the latency after 

reconfiguration increases faster at load over 0.8. Due to less packet loss, the throughput 

is also improved by 9.4% when the link is fully occupied. 

4. Conclusions 

In this paper, we propose a reconfigurable optical DCN in which the optical bandwidth 

can be reallocated based on the monitored real time traffic. Numerical results prove the 

proposed ReDCN improves packet loss by 58.5%, end-to-end latency by 63.8% and 

throughput by 9.4% with compared to the network with rigid interconnections, validating 

the good flexibility of the proposed network. 
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