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Abstract. The field of artistic style transfer and creation has introduced more and 

more intelligent methods. We apply the technology of generative adversarial 

network to sculpt creation for traditional shadow play figure’s head, and suggest a 

recreation method based on generative adversarial network for traditional shadow 

play figure’s head. Firstly, we collect and make data sets of side face of real people 

and tradition shadow play figure’s head; Secondly, we train a CycleGAN model 

using former data sets and obtain transformed results from side face to shadow play 

figure’s head. Lastly, we analyze experiment results, expose existing problems and 

present future work. Our application method provides thoughts for developing the 

art of shadow play with scientific approaches. 
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1. Introduction 

With the development of science and technology, the increasing popularity of new 

media has impacted the inheritance of some excellent traditional Chinese culture, and 

many ancient arts are on the verge of extinction. Shadow play is one of them. Shadow 

play is regarded as the epitome of folk culture, which can not only show the regional 

cultural characteristics, but also create economic value. Traditional shadow puppets can 

be divided into shadow play figures and others, among which heads are the most 

complicated. In this paper, shadow play figures’ heads are selected as the research object, 

trying to carry out new artistic creation with the support of technology, so that it not only 

retains traditional characteristics, but also integrates the needs of the times, and radiates 

new artistic charm. 

This article applies generative adversarial network technology in the field of 

modern intelligent image processing to traditional shadow play figure’ head regeneration. 

It is one of the important exploration innovation researches of the traditional shadow 

play art, as culture spirit inheritance opened wider space, at the same time for other 

inheritance of in-tangible cultural heritage protection and innovation development 

provides reference. 
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The structure of this paper is as follows: Section 1 briefly introduces the research 

background and purpose; The second section introduces the research trend at home and 

abroad and determines the research scheme; Section 3 describes the implementation 

process of the research scheme; Section 4 analyzes the experimental results and points 

out the shortcomings of current research and the direction of improvement. Section 5 

summarizes the content of this article. 

2. Related Work 

2.1. Research and development trend of shadow play figures 

Since 1960s, there have been some studies on the origin, formation and analysis for 

characteristics of shadow paly figure in different regions [1,2], which are of great 

significance and value. In the 21st century, digital shadow play figure is generated by 

combing shadow play art and digital technology [3,4]. With the help of digital technology, 

traditional shadow play figures are rejuvenated and better protected and promoted. 

In contrast, there are relatively less researches on innovation of shadow play figure 

sculpt. From the perspective of shadow play prototype and dimension, innovation of 

shadow play figure sculpt can be roughly divided into four categories: (1) Virtual two-

dimensional shadow play figurer modeling. For example, computer graphics technology 

can be used to generate real-time animated interactive games [5], in which the sculpts 

come from physical shadow play puppets that are portrayed by artists or craftsmen. (2) 

Two-dimensional shadow puppet sculpt based on real people or objects. For instance, 

high-resolution digital images are obtained by shooting real objects, and then these 

images are processed for shadow play figure modeling [6]. (3) Three-dimensional virtual 

shadow puppet sculpt. For example, we can use Maya MEL animation programming 

language to sculpt and equip characters [7]. (4) Three-dimensional shadow puppet 

modeling based on real people or objects. For instance, 3D animation [8] can be 

generated by collecting human body structure and action with Kinect depth sensor, or 

shadow play character sculpt and animation [9] can be generated based on 3D scanning 

data of human body. Comparatively speaking, modeling methods based on real data can 

improve people's attention and interest, and the current rapid development of intelligent 

image processing methods provide support for it. 

2.2. Research status of face art style transfer technology 

Liang [10] divided face style transfer methods into three categories: face stylization 

based on facial features, matching synthesis and deep learning. The first two types of 

methods have very complicated process and the results are not real and natural. The third 

method emerged with the development of deep learning technology, which can achieve 

high-quality end-to-end image domain conversion, and has achieved remarkable results. 

Dong [11] classified the research on image style transfer based on deep learning 

technology into three categories: methods based on iterative optimization [12], transfer 

network [13] and Generative Adversarial Network (GAN) [14]. The core idea of GAN 

is to make the distribution of generated image domain approach the distribution of target 

image domain by using the game between generative network and discriminant network. 

From the perspective of using supervised learning or not, image transformation 

algorithms can be divided into two categories: GAN based on paired data and unpaired 

X. Huang and J. Huang / A Method for Traditional Shadow Play Figure’s Head Regeneration 457



data [15]. To the head regeneration task, we have to choose the unsupervised training 

method because the one-to-one corresponding data in two image domains cannot be 

obtained. 

CycleGAN [16] is one typical representative of generation adversarial models for 

image domain transformation based on unsupervised training. The proposed cycle 

consistency loss restrains image reconstruction by bidirectional transformation of 

source-target-source domain and target-source-target domain, so that the features of 

images can be preserved and significant semantic differences can be avoided. DiscoGAN 

[17] and DualGAN [18] are similar works. 

At present, GAN has been successfully applied in a large number of unsupervised 

image domain transformation tasks [19], which provides excellent references for the 

study of this paper. However, compared with the current research, the transformation in 

this paper still has the following challenges: (1) In the existing applications, the 

transformation is mostly completed by converting and enhancing features and the image 

content remains unchanged, while the transformation objective in this paper requires a 

great change of image content; (2) In existing applications, the transformation does not 

require the generation of new image content, while this paper requires the generation of 

non-existing image content (headwear); (3) The facial features of the figures are 

changeable, while the shadow play figures have few facial changes, which makes it 

difficult to show different features of the real face. The transformation objective for this 

paper can be represented in Fig. 1. Obviously, the transformation task in this paper is 

more complex. In the existing works, CycleGAN has better universality and wider 

application, and is also the solution of many successful cases, so we make it as the basic 

technology of this paper. 

Figure.1 Transformation target diagram 

3. Shadow play figure’ head regeneration based on CycleGAN 

The conversion process is shown in Fig. 2. Two data sets are used in the training 

process. Data set ‘A’ is a collection of real human side facial images, data set ‘B’ is a 

collection of traditional shadow play figures’ heads. Also, two data sets are used in the 

testing process. Data set ‘C’ is a collection of real human side facial images, data set ‘D’ 

is a collection of newly generated images of traditional shadow play figures’ heads. 

X. Huang and J. Huang / A Method for Traditional Shadow Play Figure’s Head Regeneration458



 
Figure 2. Flow chart

3.1. Data acquisition and preprocessing 

This paper selects heads of traditional shadow play figure from various regional 

genres that are close to the human morphology, and establishes a data set of traditional 

shadow play figures' heads with a capacity of 500 labeled ‘B’. To reduce the difficulty 

of the conversion problem from real face to traditional shadow play figure’s head, and 

avoid possible problems caused by inconsistent view angles and inconsistent conversion 

subjects to image proportions, and improve the quality of transformation, we select real 

human facial images with the same view of the traditional shadow play figures’ head 

images, and establish the data set of the facial images with a capacity of 500 labeled ‘A’. 

An example of data set A and B is shown in Fig. 3. Left image is from dataset A, and 

right image is from dataset B.

 

Figure 3. Sample dataset

3.2. Real side face to traditional shadow play figure’s head conversion

3.2.1. Principle of image transformation based on CycleGAN 

CycleGAN can accomplish the transformation between any two image domains, 

and the training process does not require the one-to-one correspondence between the data 

of the two image domains. This unsupervised training method is especially suitable for 

the transformation between image sets that are unlabeled or difficult to label. Another 

advantage of CycleGAN is that the data sets to be transformed are of equal priority, 

which means that the training data sets can be specified in any order.

The principle of CycleGAN is as follows: Assume X and Y respectively stand for 

the two image domains to be converted; the transformation function from X to Y is G, 
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the transformation function from Y to X is F, and the discriminators for X and Y are 

respectively DX and DY, as shown in Fig. 4. The transformation function G has the 

function of translating the data in X to Y, which is also called the generator from X to Y, 

and F is the corresponding reverse generator. DX and DY are a set of discriminators, 

which are used to judge whether the features of transformed data are consistent or not 

with that of the current image domain. 

Figure 4. schematic diagram for CycleGAN framework 

There are two steps in one training iteration of CycleGAN. The first step is to train 

two generators, which optimizes parameters based on the cycle-consistency loss in order 

to make the difference as small as possible between the data before and after two 

transformations. The second step is to train the two discriminators so that DX and DY 

have the ability to accurately estimate if the current input is the data that are transformed 

to the corresponding image domain. This two-step training process embodies the idea of 

“adversarial”. The generator tries to capture the features of two image domains to achieve 

one-way conversion, and then uses the discriminator to estimate whether the features of 

transformed images are close to that of images in the target domain or not. Through 

alternate training, generators become more and more capable of transforming, and 

discriminators become more and more capable of estimating. 

3.2.2. Experimental environment and settings 

This paper adopts the open-source implementation of CycleGAN [16] to conduct 

experiments. The side face data set of real people is as image domain X, and the head 

data set of shadow play figure sculpts is as image domain Y, 50 images are randomly 

selected from the two data sets as the test set. We run the program with the option -- 

NO_FLIP, and other parameters are consistent with the default ones. 

4. Experimental Results and Analysis

Some experimental results are shown in Figure 5. As can be seen from Figure 4, 

some realistic shadow play figure sculpts can be generated based on the side view of a 

real person’s head, and the silhouette of the shadow play figure is basically consistent 

with the hair-style of the real character. However, in terms of facial curve features, it is 

difficult to find the corresponding relationship before and after transformation from 

shadow play figure sculpt. In addition, the generated shadow play figure headdress only 

has similar texture, while the modeling components are far different from the real shadow 

play figure, indicating that the model cannot distinguish the headdress composition from 

the real shadow play figure. Furthermore, across all transformations, there are few good 

outcomes and reverse transformations do not work well. 
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Figure 5. Partial results of the overall transformation 

We selected 24 users to evaluate the newly generated images of shadow play 

figures’ heads  The evaluation results are shown in the Tab.1 and Fig.6.  

Table 1. The statistical table of user evaluation 

User Quantity Average Degree of 
Satisfaction 

Variance of 
Satisfaction 

Standard Deviation 
of Satisfaction 

24 52.7% 29.78% 5.46% 

 
Figure 6. The statistical table of user evaluation 
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5. Conclusion 

In this paper, CycleGAN is used to regenerate the head of shadow play figure, and 

some effects have been achieved. However, due to the complexity of the problem, there 

is still a big gap from the ideal sculpt. In the future, we can start from two aspects: 

(1)  For face transformation, considering the fusion of facial curve features between 

real person and shadow play figure, it can mainly retain the facial features of people, 

break through the limitation of lack of changes in traditional shadow play figure facial 

sculpt, and create personalized shadow play figure facial sculpt; 

(2) For the transformation of hair accessories, the transformation of style and color 

can be separated, and the transformation relationship between modern hair styles and 

shadow play figure headdress is established, so that the generated shadow play figure 

headdress can conform to the characteristics of traditional structure. 
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