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As black-box neural networks are increasingly applied in intelligent systems,
questions about their fairness, reliability and safety become louder. Recent work
tried making them human-understandable by trying to learn parameters that
can be well approximated by decision trees [1]. However, the tree remains just
an approximation, which leaves the question how faithful it really captures the
actual mechanics of the neural network. As it turns out, gradual argumentation
frameworks (GAFs) [2] are closely related to multilayer perceptrons (MLPs), one
of the main classes of neural networks. More precisely, every MLP corresponds to
a GAF under the MLP-based semantics, and conversely, every acyclic GAF under
this semantics corresponds to an MLP [3].

However, since a GAF with millions of attacks and supports between argu-
ments is not easier to interpret than an MLP with millions of connections be-
tween neurons, we have to make sure that the original neural network is sparse.
While learning sparse neural networks has become a more active area in recent
years, current work does not focus on learning an interpretable network, but on
decreasing the risk for overfitting, the memory and runtime complexity and the
associated power consumption [4]. Even though the learnt networks are signifi-
cantly sparser than dense networks, they are still too dense to be interpretable.
Furthermore, while numerical inputs can be seen arguments with a numerical
weight, MLPs result in more intuitive GAFs when all inputs are discrete. This is
the opposite of what is usually done in the literature on learning neural networks,
where even discrete features are often continuized (e.g., using word embeddings)
to improve learning performance (while sacrificing interpretability).

To learn a discrete sparse neural network, we apply structure learning ideas.
Our search space consist of the space of all MLP structures that satisfy structural
constraints. Examples for such constraints are the maximum depth (number of
layers), the maximum width (number of arguments per layer), the maximum
outdegree (number of outgoing edges per argument) and possible discretizations
of continuous features like bins (the value falls in a particular interval) or fuzzy
arguments (e.g., the value is small, average, large). In order to compare candidate
structures, we assign a score to every candidate structure C as follows: we train
C on the training set using the usual backpropagation procedure for MLPs and
compute its accuracy. The score of C is then defined as
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sλ(C) = (1− λ) ·Accuracy(C,Dtrain) + λ · nmax − nC

nmax
.

The score consists of two terms that are weighted by a hyperparameter λ ∈ [0, 1].
The first term evaluates the accuracy, the second one the sparsity. In the second
term, nc is the number of edges in C and nmax the number of edges in the fully
connected GAF corresponding to C .

As the search space is exponentially large, we aim at finding a good struc-
ture, rather than the best one. To do so, we implemented a genetic algo-
rithm. Let us emphasize that the genetic algorithm is responsible for finding
a good structure, not for learning the parameters of the structure (the latter
is done by backpropagation as usual). A detailled description of the algorithm
and an evaluation can be found in the technical report [5]. As an example, we
show a GAF (solid edges denote attacks, dashed edges supports) found for the
Adult income dataset from the UCI machine learning repository and a perfor-
mance comparison to Logistic Regression and Decision Trees of varying depth.

Overall, the performance of GAFs is usually better than logistic regression
(which can only learn linearly separable functions) and comparable to decision
trees. However, flat GAFs can sometimes obtain better performance than flat
decision trees [5]. They can also be easier to comprehend as they are based on
gradual influences rather than on long case differentiations. We are planning to
improve the results by adding fuzzy arguments and joint attacks/supports to
capture joint effects of inputs without increasing the depth of the network.
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