
Evaluation of a Coreference Resolution
Model on Mention Patterns with Common

Ground
HHAI Poster Submission

Jaap KRUIJT a,1

a Vrije Universiteit Amsterdam, the Netherlands

Keywords. coreference resolution, common ground, Human-AI interaction, social
dialogue

Abstract

Efficient communication between humans and AI requires the AI to understand refer-
ences that are made during the conversation. For this, the AI needs to establish common
ground with the human in order to make correct judgments and take the right actions [1].
Common ground is the shared information that speakers rely on during a conversation,
which is built up over time as the speakers share more interactions [2]. In our research,
we focus on the role of common ground in resolving third-person references in human-
robot social interaction. In social dialogue, these references are often vague and context-
dependent. Especially in a conversation between two well-acquainted individuals, the
references to people they both know can become highly ambiguous. Through shared in-
teractions, these references become increasingly efficient (i.e. shorter). This comes at
the cost of intelligibility for outsiders who do not share the common ground [3]. For
machines that have no understanding of the common ground then, these references are
difficult to interpret and relate to other references. In future work, we aim to approach
this problem by building a reference resolution model which utilises a knowledge-rich
approach and builds up common ground with a human in an interactive setting, where the
robot and the human can coordinate to form the common ground together. In preparation
for this, here we first investigate the limitations of existing reference resolution models
in social interaction scenarios by evaluating to what extent they utilise common ground
in resolving vague references in social dialogue. Our expectation is that these models do
not fare well with references that require long-distance common ground knowledge, but
that providing them with the relevant background knowledge will improve performance.

Machine learning-based coreference resolution models can achieve impressive per-
formance (e.g. [4,5]). However, most datasets used in coreference resolution tasks con-
sist of snippets of formal text, e.g. from news articles. These datasets are not useful for
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the analysis of complex social references for a number of reasons. First of all, most social
conversation is not formal, so the language used in these datasets does not reflect the way
that humans talk to each other in social dialogue. Secondly, the snippets of data usually
consist of one single context or discourse, with no long-distance links to mentions in
other (discourse) contexts. Lastly, the data does not contain a temporal aspect, and as a
result it does not reflect the gradual emergence of more ambiguous or context-specific
references as common ground builds up between conversation partners.

To test existing machine performance on social dialogue which does contain long-
distance links and a temporal relation between discourse contexts, we took an existing
dataset consisting of episodes of the Friends TV show used for a combined entity linking
and coreference resolution task [6] and modified its structure to use it for a coreference
resolution task specifically aimed at resolving third-person reference chains. In this show
the characters have a shared social history which grows throughout the series. Discourse
context and social common ground are key in the resolution of these references. While
some references, such as pronouns, can be solved within the discourse context, other
references rely on background information and common ground which was established
in previous episodes. Once this common ground knowledge is established, individuals
which are in the shared knowledge base can more readily be referenced in social conver-
sation, using vague or ambiguous references, whereas individuals which are not in the
knowledge base need to be referenced first using an explicit reference before they can
be referenced with ambiguous references such as pronouns for the duration of the dis-
course. The mention patterns and coreference chains for a character will thus be different
depending on the level of shared interactions that this character was mentioned in or a
part of.

We divide the entities mentioned by third person references in our dataset into ‘inner
circle’ and ‘outer circle’ based on a set of rules that determine whether a character is of
importance to the characters and the story throughout the series. For each episode, we
calculate the ratio of inner circle/outer circle mentions. We then test the current state-
of-the-art end-to-end coreference resolution model by [5] as implemented by [7] on two
episodes with a 1/1 ratio and two with a 4/1 ratio of inner circle and outer circle mentions
(a 4/1 ratio means that the episode has 4 times as many references to people in the
inner circle as references to people in the outer circle). We hypothesize that the pre-
trained model, which has not been finetuned on this dataset, will perform worse on the
episode with a 4/1 ratio than on the episode with a 1/1 ratio, since it does not have the
required common ground to resolve the inner circle mentions. Afterwards, we finetune
the model on preceding conversations. We then expect the model performance on the 4/1
ratio episode to improve significantly more than the performance on the 1/1 ratio episode
due to the increase in background knowledge on the inner circle mentions. Crucially, we
only finetune the model on the episodes that chronologically precede the test episode.
Since we aim to simulate the natural way in which humans establish social common
ground, the system should not have any knowledge of individuals and events presented
later in time.

Our results show some indications that the chosen model does have more trouble
with the vague inner circle references, but also that the model did not learn common
ground knowledge through training. Thus, a more knowledge-rich approach to resolving
references is desirable for social dialogue. Our future work will address this in interactive
real-world scenarios, with the buildup of common ground as key to our approach.
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