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Automatically recognizing emerging technologies in textual data is a challenge.
Text-mining solutions based on user-defined keywords may create selection bias and in-
ability to discover new technologies. In this work, we propose a hybrid approach to an-
swer the following research question: Can information extraction techniques be com-
bined with domain expert knowledge to produce a knowledge graph that is representative
for the domain and usable for classification of companies working on emerging tech-
nologies? We combine different methods of information extraction together with domain
expert knowledge for the semi-automatic creation of a knowledge graph, and test this
methodology in a trend recognition use case that was inspired and partially supported by
the province of South Holland, CBS, and Innovatiespotter.

Emerging technologies can have a large economical, political, and societal impact.
They can present both opportunities and threats for innovation to companies [1,2,3]. To
gain insight in relevant emerging technologies for corporate foresight, commercial com-
panies can use data to monitor innovation trends, such as Google Trends. Such applica-
tions often use keywords that are identified by a user [4]. This approach can lead to bias
since the keywords are based on the knowledge of the user, and it will not be able to
detect emerging topics since they are described with new keywords. These pitfalls can be
tackled by automatically extracting relevant keywords or phrases from the field of inter-
est. Such approaches have been used in the past as described by Mühlroth & Grottke [5],
but one of their main findings is that there is still need for increasing the level of automa-
tion and using the human resources in a later stage of evaluation and decision making.
The increasing of the level of automation can be done by using Open Information Ex-
traction (OIE) techniques. Existing tools include TextRunner [6], ReVerb, and Graphene
[7,8]. These tools do not only extract keywords, but often also provide relations between
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them. Algorithms often used in OIE behind these tools include co-occurrences, OpenIE,
dependency parsing, Hearst patterns and word2vec [9].

In this work, we automated the selection of relevant terms of a domain by extracting
a knowledge graph from textual data, and use human evaluation to improve and evaluate
it. We tested this process on a use case on recognizing trends on the fields of artificial
intelligence (AI) and synthetic biology (SB). We divided these fields in subtopics such as
Natural Language Processing and Machine Learning, and gathered representative papers
as input for the five different algorithms mentioned above. We first extracted knowledge
graphs from these topics, and then filtered out common words (e.g. the) and words that
occur very often (e.g. ideas, beliefs) based on word frequencies. For the last step, a set of
domain experts labeled non-relevant concepts and added missing concepts. Finally, the
resulting graph was qualitatively evaluated by another domain expert.

The resulting knowledge graphs before evaluation of the domain expert showed
large differences in the amount of concepts and relations. For instance, on average 964
concepts were extracted in papers on the field of AI using the Hearst patterns algorithm,
where hypernym relations are extracted using the lexico-syntactic patterns introduced by
Hearst [10]. With word2vec, only 40 concepts were extracted. The knowledge graphs
about the field of SB produced less concepts for all algorithms, for instance the average
number of concepts and relations for Hearst patterns was 161 and 100, and for word2vec
39 and 55 respectively. For word2vec, the domain experts needed to add many multi-
word phrases such as speech recognition, since the algorithm only recognized single
words. For Hearst patterns, many concepts were not specific enough and needed to be re-
moved. This indicates that a higher amount of concepts extracted by the algorithms lead
to more filtering required from the domain experts, whereas a lower number requires ad-
ditions. The final versions were all evaluated as representative for the domain, and usable
for a future rule-based classifier by domain experts.

Since all the graphs were evaluated as representative, we can conclude that our
method is a promising approach. However, we see large differences in the number of
concepts and relations that are extracted by both algorithms. The word2vec algorithm
produced relevant concepts on a high level according to the domain experts, but com-
bined phrases such as neural networks were missing and could also be added automati-
cally in the future. Additionally, the domain expert had to filter out many concepts man-
ually for the Hearst patterns algorithm, and for word2vec concepts had to be added. The
filtering took less time, which indicates that a higher number of concepts and relations
will reduce the manual work. We hypothesize that manually searching for trends is more
labour intensive. It would be interesting for future work to compare a manual search to
our method to measure the time reduction. In future work we plan on improving on these
points and on using the knowledge graphs in classification tasks. We aim to classify com-
panies by working on the selected subtopics, based on whether their website texts contain
a minimum amount of concepts from the knowledge graphs. The domain expert turned
out to be essential for the quality of the graph, therefore we plan on creating a more in-
teractive setting where system and expert mutually improve the graph. It would also be
interesting to extract the graphs over a longer period of time to measure the success of
emerging technologies. Further future work lies in testing this approach with keyword-
based methods, since keywords might be enough as input for a rule-based classifier. The
combination of a keyword-based method together with the above approach may prove to
be a further step towards the automation of extracting high quality knowledge graphs.
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