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Abstract. When working with Intelligent Decision Support Systems (IDSS), data 
quality could compromise decisions and therefore, an undesirable behaviour of the 
supported system. In this paper, a novel methodology for time-series online data 
imputation is proposed. A Case-Based Reasoning (CBR) system is used to provide 
such imputation approach. The CBR principle (i.e., solving the current problem 
using past solutions to similar problems) may be applied to data imputation, using 
values from similar past situations to replace incorrect or missing values. To 
improve the performance of the data imputation process, optimal case feature 
weights are obtained using genetic algorithms (GA). The proposed methodology is 
validated with data obtained from a real Waste Water Treatment Plant (WWTP) 
process. 
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1. Introduction 

Intelligent Decision Support Systems (IDSSs) operate using data obtained from different 
sources, such as sensors, and often in real time. The quality of these data is a common 
problem that should be tackled to ensure the good performance of the system. To solve 
the data imputation problem different machine learning techniques and models can be 
used. Here, a Case-Based Reasoning (CBR) approach is proposed in order to impute 
missing values in an online fashion, optimizing feature weights and considering the time 
through temporal CBR (TCBR). In [1] an imputation method based on a k nearest 
neighbours’ algorithm is proposed and applied to a financial prediction problem. [2] 
proposes also the use of a reliable k nearest neighbours’ (RKNN) algorithm applied to 
incomplete interval-valued data. In [3] a CBR approach for offline medium-gaps (from 
3 to 10 missing values) imputation is proposed and applied to meteorological time series.  
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2. Methods 

In this section, we present a methodology to calibrate a CBR system to impute missing 
values from online time-series. Figure 1 shows how the imputation process through CBR 
is integrated in the classical CBR cycle. 
 
 

 
Figure 1. Integration of the CBR-based imputation approach in the CBR cycle 

 
 

When a value from the current case  is incorrect or missing, the available part of 
the case is used to find the most similar ones in the CB. Considering the TCBR approach, 
sets of consecutive cases (i.e., episodes) are used instead of particular cases in order to 
take into account data dynamics. This temporal approach is based on the one described 
in [4], and explained in another work under revision. The retrieval is done using episodes 
and giving the same importance to all cases. Regarding the imputation (reuse stage), in 
both CBR and TCBR the procedure is the same. The value of the missing feature is 
imputed using the corresponding value in the retrieved case or episode, obtaining a new 
case . When using episodes, the value from the most recent case in the episode is used 
(which is the one corresponding to the most recent one in the current episode). 
Assuming that all features are numeric, a weighted Euclidean Distance (wED) similarity 
measure is used in the retrieval stage as in Eq. (1). 

 (1) 

where  and  are two cases,  and  are the feature n values for each case,  
is the weight for feature n and N is the number of features. Feature weights are calculated 
in order to minimize the error between the predicted value and the measured value for a 
particular feature. The metric used is the Root Mean Square Error (RMSE), calculated 
as in Eq. (2). 

 (2) 
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where J is the number of samples in the dataset,  is the measured data for a 
particular feature and  is the predicted value for the same feature.  

3. Experimentation 

To evaluate the viability of the proposed imputation method, historical data from the real 
process under study has been used to generate the CB and to calibrate the imputation 
system by calculating an optimal vector  of feature weights. The optimization problem 
described in Section 2 has been solved using a Genetic Algorithm (GA). The problem to 
solve can be described as in Eq. (3): 

 

 (3) 
 

where  is the weights vector and  is the cost function to be minimized. The 
cost function integrates Eqs. (1) and (2) to optimize the retrieval process with the aim of 
minimizing the RMSE between the measured and predicted values. 

The method is integrated in an IDSS based on the integration of CBR and Rule-
Based Reasoning systems used to set adequate operational set-points to control the 
biological process in a real Waste Water Treatment Plant (WWTP) [5]. Presented results 
correspond to the imputation of medium gaps –6 samples (30 minutes) and 12 samples 
(1 hour) of missing values due to typical real faults, e.g., communication faults or invalid 
values during the sensor calibration process (a common sensor maintenance periodic 
procedure in the real facility. Here, faults are simulated in order to have the measured 
values of the whole dataset to evaluate the performance of the method. Figure 2 shows 
the performance attained with both CBR approaches using unfaulty data.  

 
 

 
Figure 2. Different models are compared with unfaulty data 

 
 

The best model (weighted TCBR) is validated with faulty data in Figure 3. Episodes 
have a fixed length of 6 samples, achieving a good trade-off between performance and 
computing time. 
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Figure 3. TCBR weighted model validated with 2 faults 

4. Discussion, conclusions and next steps 

This paper presents a data imputation method based on a CBR approach. The proposal 
has been evaluated using real data from a WWTP and considering different realistic 
medium missing data windows based on real faults in the ammonia sensor, which is a 
critical variable for the biological process control. An improved performance is obtained 
when using a calibrated CBR imputation system in comparison with the non-calibrated 
counterpart. The RMSE of the estimation with weighted features is almost 40% lower 
than the non-weighted estimation when using TCBR. Regarding the comparison between 
CBR and TCBR, the TCBR approach provides clearly better performance, with a RMSE 
about 60% lower than the calibrated CBR approach. 

Next steps will consider a more in-depth evaluation of the method’s performance 
with other sensors, different types of faults or multiple missing values, and the 
comparison with other classical time-series models and machine learning methods [6, 7] 
or state-of-the-art imputation techniques. Episodes’ length will be also addressed.  
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