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Abstract. Conformable fractional calculus will be a promising area of research for 
information processing as natural language and material modelling due to its ease 
of implementation. In this paper, we propose a fractional gradient descent method 
for the backpropagation training of neural networks. In particular, the conformable 
fractional calculus is employed to evaluate the fractional differential gradient 
function instead of the classical differential gradient function. The results obtained 
on a large dataset with this approach provide a new optimized, faster and simpler 
implemented algorithm than the conventional one. 
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1. Introduction 

Artificial Neural Networks (ANN) are computational model based on human brain 
function and nervous system. This Model was explored by Warren McCullouch and 
Walter Pitts in (1943) [1], by creating a computational model based on algorithm called 
threshold logic. Werbos (1975) [2] was renewed the interest in neural networks and 
learning by introducing backpropagation algorithm which enable practical training of 
multi-layer networks. 

ANN model has proposed in many disciplines for classification, clustering, pattern 
recognition and prediction. ANN is a powerful data processing tool with high 
classification accuracy and a strong ability to process data in parallel. Though, the great 
potential of ANNs is the high-speed processing provided in a massive parallel 
implementation. ANN applications can be evaluated with respect to data analysis factors 
such as accuracy, processing speed, latency, fault tolerance, volume, scalability and 
convergence and performance. [2,3] 

The main idea stand behind how neural network learned is the propagating 
information through one or multiple layers of neurons. Hence, a mathematical function 
used by each neuron to process information. To reach the expected outcome a set of 
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weights added to the input information and iteratively adjusted through a process called 
backpropagation. The goal of backpropagation is to adjust the weights and biases to the 
neural network by calculating the cost, where the cost will minimized in the next iteration. 
This process repeated to find the lowest value of cost function.  

Backpropagation algorithm works by calculating the gradient of the loss function, 
which lead us to the value that minimize the loss function. However, by using gradient 
descent we can iteratively move to the minimum value toward the direction given by the 
gradient.  

One of the challenges of the artificial neural networks modelling which received 
attraction of researchers and require more investigations is the continuous gradient 
puzzle and quantization of variable problems and noise. 

The gradient mainly depends on the randomly weights which assigned to the features, 
the point here is to optimize weight to minimum error to achieve minimum value of the 
loss function. Obviously, the error will vary according to the weight, so, it used the 
derivative of the error with respect to the weight. Where, this derivative called gradient. 

Boroomand [4], Kaslik [5], Pu [6], Wang [7], and Bao [8] have successfully used 
the fractional derivative on artificial neural networks. And all this was done because the 
fractional derivative has a dynamism in the application and the ability to reduce and 
improve the weight to a minimum error to achieve the minimum value of the loss 
function. But all of this research was done using Caputo's definition. Our work is to use 
another definition of a fractional derivative, which is conformable Fractional Derivative 
CFD. 

In this paper, we will apply CFD in minimization work.  Minimization can be done 
in several aspects because the fractional derivative can be easily applied using fractional 
Newton's method, fractional loss function, and derivative of the total error with respect 
to the weight.   The performance of the proposed models respectively was evaluated on 
the MINST hand writing dataset with three-layer network, Synthetic spiral data set with 
three-layered network, and MINST hand writing dataset with eight-layer network.  

The structure of the paper is as follows: in Section 2, Algorithms Description using 
CFD conformable fractional calculus are introduced. In Section 3, experimental results 
are presented to illustrate the proposed fractional-order methods in layered BP neural 
networks. Finally, the paper is concluded in Section 4. 

2. Algorithms Description using CFD 

Fractional calculus is the most developed area of optimization and minimization 
problems [9]. Because of the difficulty and complexities of applying this type of 
derivation or integration; many definitions of fractional derivative or integration appear, 
such as Riemann-Liouville, Caputo's, CFD, and etc. There is a trend to explore and create 
new definitions and models for fractional differential operators. Also there is a desire to 
impose strict criteria and definitions of what we call “Fractional derivative” or 
“Fractional integral” [10-12]. 

There are a large number of problems that require finding within it the Gradient 
Descent (steepest descent). Gradient Descent is a first-order iterative optimization 
algorithm for finding a local minimum of a differentiable function. The idea is to take 
repeated steps in the opposite direction of the approximate gradient of the function at the 
current point, in order to find the direction of steepest descent. on the other hand, stepping 
in the direction of the gradient will lead to a local maximum of that function.  
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Fractional operator can be inserted into any part or section of the problem, so we 
decided to do it in several ways, which are Newton's method, loss function, and 
derivative of the total error with respect to the weight. 

Khalil   et   al. [13], proposed a new definition of fractional derivative Eq. 1. It’s 
based on new relation between fractional calculus and calculus based on basic limit 
definition. 

 1) 

Where γ – fractional order,  the fractional derivative notation as  , if γ = 1 then   
is the classical derivative, and when γ = 0.5  then it represent fractional derivative with 
0.5 as fractional power [14]. that implies: 

                                    (2) 

2.1.   Fractional Newton's Method 

Newton's method attempts to solve optimization on differentiable function mainly 
loss error 

 )                         (3) 

 

Where  denotes the i-th element of  is the total neuron in the layer, using Taylor’s 

expansion approximation performs in the iteration take the form [15]. 

     (4) 

The fractional form of Eq. 4 using CFD is 

     (5) 

 
If we define learning rate as Eq. 6  

     (6) 

Also ,  for Ej loss error for output layer, learning rate = . For example if 

fractional order 0.5 the learning rate  ,  Eq. 4 became gradient descent for output 
layer  

    (7) 
So the updated weights for γ = 0.5 

    (8) 

 In this algorithm we just only find formula for learning rate . As The fractional 
derivatives ensure noise resilience [16]. 

 

2.2.   Fractional loss function on delta  

In order to minimize the total error of the fractional order BP neural network; we 
need to estimate the fractional CFD gradient descent for output layer. So we need to 
find delta  which defined as 
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     (9) 

Where  inputs of z-th layer. Ej is defined in Eq. 3, the fractional form of CFD 

delta  will be   

     (10) 

According to Eq. 3, and using chain rule for output layer delta we can now write 
that[13] 

    (11) 

Where  denotes the corresponding any type of activation function derivative for the L-
th layer, and  denotes the i-th element of  that are the input and the corresponding ideal 
output of the j-th sample [8]. If the activation function of output layer is sigmoid then 
output delta layer will be 

     (12) 

Then the relationship between  and can be given by 

     (13) 

We just generate fractional loss function in the output layer 

2.3.   CFD total error with respect to the weight  

The fractional updating formula of total error with respect to weight is [8,17]: 

    (14) 

Using CFD Eq. 14 became based on Eq. 2 

    (15) 

And 

      (16) 

If you need to override overfitting problem that raises when trying to test your structure 
model with testing dataset, then you must introduce a regularization L term to the error 
loss  

      (17) 

Where  the sum of squares of all weights and λ>0 regularization parameter. That 
update Eq. 15   

  (18) 

 
you will notice that solving problem with CFD method is much simpler and less 
computational  memory and cost than other fractional definition as Caputo or Riemann-
Liouville [18,19]. 
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3. Experiments  

In this section, the following three simulations were carried out to evaluate the 
performance of the presented algorithms. 

3.1.   Fractional Newton's Method simulation 

The simulation has been performed on the MNIST handwritten digital dataset. Each digit 
in the dataset is a 28×28-pixel image. Each image is associated with a label from 0 to 9. 
We represented dataset consist of 42,000 images (training sample). Each image 
represented as an array of 784 elements. Each element has a value from 0 (completely 
full black) to 255 (completely full white); then add an element to represents the number 
written in this image. So we have matrix with 42000 row representing 42000 images. 
Each row consists of 785 columns. All element divided by 255  Except for the last column 
divided on 10. 

We divided this dataset into two sets the training set 0.8 of the hole set (33600 row), 
and the testing set of 0.2 of set (8400 row). In order to identify the handwritten digits in 
MNIST dataset, a neural network with 3 layers. the input layer consists of 784 value. The 
hidden layer has 10 neurons and 10 biases and output layer of one neuron and one bias. 
We use sigmoid activation function in all layers. we use Eq. 8 that have fractional 
learning rate to update the weights (784 W for inputs plus 10 bias for hider layer and 10 
W plus 1 bias for output) using fractional order of 0.5; in this algorithm the learning rate 
changes as square root of each neuron as the fractional newton method suggest in section 
2.1. 

The performance of the proposed fractional-order BP neural networks with fractional 
learning rate and the performance comparison with integer-order BP neural networks, in 
terms of training and testing accuracy with the iterations are shown in Figure 2 and loss 
in Figure 1.  

 
Figure 1. Changes of total error with fractional learning rate 

Figure 1 represent the changes of total error with fractional learning rate in Eq. 8 that 
shows the stability and convergence of the proposed fractional-order BP neural networks 
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learning rate formula in Eq. 8. And this stability convergence happened in Figure 2 that 
represent Changes of Accuracy with fractional learning rate.  
 

 

Figure 2. Changes of Accuracy with fractional learning rate Eq. 8 equal to   

3.2. Fractional loss function simulation 

The neural network architecture topological structure is represented in Figure 5. 
Synthetic spiral data set with five-layered network 
  

 
Figure 3 Changes of total error with Fractional loss function on delta 

Figure 3 represent the changes of total error with fractional loss function on delta in Eq. 
13 that shows the stability and convergence of the proposed fractional-order BP neural 
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networks fractional loss formula in Eq. 13. And this stability convergence happened in 
Figure 4 that represent Changes of Accuracy with fractional loss function. 
 

 
Figure 4. Changes of Accuracy with Fractional loss function on delta 

 
Figure 5. The topological structure of the neural networks 

3.3.   CFD total error with respect to the weight simulation 

The third part was already tested in [8] when they used Caputo's fractional definition in 
neural networks using backpropagation. Where we found almost the same equations in 
their research with a slight difference in the factors added by the Caputo's method 

4. Conclusion  

In this study, fractional operator inserted into different part of the BP neural networks 
algorithm, we implement fractional operator using Newton's method, loss function, and 
derivative of the total error with respect to the weight. We proposed a new three different 
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modifications on three part of the backpropagation algorithm Eq. 8, Eq. 13, and Eq. 18.  
These proposed modification turns out that general fractional CFD method can converge 
to the real extreme point. The results obtained on a large dataset with this approach 
provide a new optimized, faster and simpler implemented algorithm than the 
conventional one. numerical results show that CFD very straightforward to implement. 
All you need just multiply the classical derivative with term . Finally, we think that 
the proposed fractional procedure is valuable and can be easily introduced in the 
Artificial neural network or deep learning. We believe that if you combine the three 
proposed modifications to the model at once, it may give better results; This will be our 
objective in future work. 
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