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Abstract. Monitoring influenza activity can facilitate developing prevention 
strategies and optimizing public health resource allocation in an effective manner. 

Traditional influenza surveillance methods usually have a time lag of 1 to 2 weeks. 

This study concerns the problem of nowcasting influenza-like illness (ILI) by 
comprehensively incorporating historical ILI records, Internet search data, and 

tourist flow information. In this study, a set of predictive models are adapted for ILI 
prediction, including autoregressive integrated moving average (ARIMA), 

autoregressive with Google search data (ARGO), extreme gradient boosting 

(XGBoost), and linear regression (LR). To further improve prediction accuracy, a 
stacking-based ensemble approach is developed to integrate the prediction results 

from the different models. These methods are validated using the ILI-related data in 

Taiwan Province of China at both global and city levels. The results show that the 
stacking-based ensemble approach achieved the best performance in the task of 

nowcasting, with the least prediction errors at the global level (MAPE=5.6%; 

RMSE=0.16%; MAE=0.08%). The developed approach is easily tractable and 
computationally efficient and can be viewed as a feasible alternative to nowcast ILI 

in areas where influenza activity has no constant seasonal trend.  
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1. Introduction 

In the past decades, many countries have been struck down by waves of influenza 

outbreaks Worldwide, influenza causes 3 million to 5 million severe cases and 

approximately 290,000 to 650,000 deaths globally each year, resulting in significant loss 

of life and property [1]. The influenza situation in the subtropical region is more complex 

than in other regions, where influenza activity has no constant seasonal trend [2]. Early 

detection of influenza outbreaks is critical for developing effective strategies for 

prevention, intervention, and countermeasures, including but not limited to quarantine, 

vaccination, antiviral campaigns, and optimization of medical resources, which can help 

reduce the impact of influenza. 

In current practice, the influenza-like illness (ILI) surveillance records released by 

the Centers for Disease Control and Prevention (CDC) usually have a time lag of 1-2 

weeks which could be a major challenge for policymakers to accurately estimate 

epidemics in an efficient real-time manner. Therefore, the effective prediction of current 

ILI (i.e., nowcasting) has become an essential part of preventing the spread of influenza.  
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Previous studies have employed various forecasting methods for ILI prediction. He 

et al. [3] explored the application of autoregressive integrated moving average (ARIMA) 

to predict the positive rate of influenza virus during nine influenza seasons. To 

incorporate multi-source ILI-related information, Nagar et al. [4] used linear regression 

(LR) to predict influenza cases by analyzing daily Twitter data from temporal and 

spatiotemporal. The penalized regression models, such as autoregressive with Google 

search data (ARGO) [5] and ridge regression [6], have been proposed to settle the 

overfitting in LR. In addition, using deep learning models such as convolutional neural 

network (CNN) and long short term memory (LSTM) to forecast influenza has also been 

studied [7–9].  

This paper aims to investigate the predictive capability of machine learning and 

statistical models in the task of ILI nowcasting and develop an effective prediction 

approach by incorporating multi-source ILI-related data. In this study, a set of predictive 

models are adapted for ILI prediction, including ARIMA, ARGO, and extreme gradient 

boosting (XGBoost) [10], LR. To further improve prediction accuracy, a stacking-based 

ensemble approach is developed to integrate the prediction results of the individual 

models. The existing literature has shown that the developed approach could outperform 

individual predictive models [11-12]. In addition, 10-fold cross-validation is utilized to 

avoid overfitting in the developed approach. Since cross-validation may lead to look-

ahead bias when ARIMA is taken into ensemble learning, ARGO, LR, and XGBoost are 

used as base learners and support vector machine (SVM) as the meta learner in our 

developed approach.  

The contributions of this paper are mainly two folds: 1) We incorporate three ILI-

related data, including historical ILI records, Internet search data, and tourist flow 

information, for predicting the ILI rate in Taiwan province of China at both global and 

city levels. 2) We conduct a comprehensive comparative study of the heterogeneous 

machine learning and statistical models, as well as the stacking-based ensemble approach 

for ILI nowcasting. This study provides an essential reference for data incorporation and 

predictive method selection for ILI surveillance. 

2. Materials and Methods 

2.1. Data Description 

The western Pacific region, where Taiwan Province is located, has been reported as one 

of the three regions with the highest burden of annual influenza-associated deaths [13]. 

Influenza remains a serious public health threat in Taiwan due to its special geographical 

location and climatic environment. During 2017–18, Taiwan experienced two severe 

influenza epidemics caused by A/H3N2 and B viruses, respectively [14]. The data we 

used to develop the predictive models include weekly ILI records, Google search data, 

and tourist flow information of Taiwan Province. The details of these data are as follows. 

� ILI records. The weekly report of ILI records is from the Taiwan CDC2 , and 

the surveillance period covers March 30, 2008, to January 16, 2022. The ILI 

rate (number of visits of ILI in general outpatient clinics/total number of visits) 

is calculated to eliminate the impact of demographic changes on influenza data. 

 
2 Data source: http://www.cdc.gov.tw 
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� Google search data. In order to ensure the objectivity of the search terms, the 

keywords utilized are combined from previous studies [15-16], and 17 

influenza-related keywords data are selected: "cold", "cough", "fever", "flu", 

"h1n1", "h3n2", "influenza", " ", " ", " ", " ", " ", "

", " ", " ", " "," ". All keywords data are 

downloaded from the Google public website Google Trends3. 

� The tourist flow information. The tourist flow information, as the indicator of 

crowd density, is collected from the Taiwan Statistics Information Network4, 

including the number of visitors to 98 well-known attractions in Taiwan 

Province. The correlation between the number of tourists and the ILI rate can 

be as high as 0.7, which is consistent with the actual situation.  

2.2. Study Design 

In our case, the response variable is the log-transformed weekly CDC-reported ILI rate, 

and the covariates are the historical ILI data with lags of 1 to 4 weeks, log-transformed 

Google search data, and tourist flow data. Each Google search data is added a small value 

 before the transformation to avoid the situation of log 0.  

We adopt four representative predictive methods for ILI nowcasting, including 

ARIMA, ARGO, LR, and XGBoost. ARIMA is a classic time series fitting method. LR 

is a statistical model with outstanding performance in various forecasting activities 

because of its simplicity and efficiency. ARGO is a regression that introduces time series 

features for influenza forecasting [5]. XGBoost is a boosting method by integrating 

multiple regression trees, and its fitting effect can be greatly improved compared to a 

single regression tree [10]. An ensemble model is developed to construct a Taiwan 

influenza predictive model to combine the capabilities of each method. A sliding window 

of 104 weeks is used to train machine learning and statistical models to capture complete 

information on annual and seasonal trends. We then use the trained model to conduct 

out-of-sample predictions for the following week and compare the predicted values to 

the real values reported by the CDC. 

2.3. Stacking-based Ensemble Approach 

The stacking-based ensemble approach is a technique used to solve problems of 

classification and regression, which generally integrates a set of heterogeneous models. 

Figure 1 shows the general framework of the developed approach in this study. In the 

stacking-based ensemble approach modeling, ARGO, LR, and XGBoost are trained as 

base learners since ARIMA may lead to look-ahead bias in k-fold cross-validation [11]. 

SVM is employed as a meta learner given its outstanding performance in solving small 

samples and nonlinear high-dimensional problems [17].  

As shown in Figure 1, the raw data is split into training data and test data. The 

training data is a dataset with a sliding window of 104 weeks, and the test data is the 

following observation. Three base learners are trained using 10-fold cross-validation on 

the training data, and the trained models are also predicted and averaged on the test data. 

The results predicted by the base learners are used as the input of the meta learner, and 

 
3 Data source: https://trends.google.com/trends 
4 Data source: www.stat.gov.tw/ct 
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conduct the final prediction uses the trained meta learner. The developed approach can 

effectively improve accuracy and reduce biases. 

 

Figure 1. The general framework of the stacking-based ensemble approach. 

2.4. Evaluation Metrics 

To compare the performance of each model in nowcasting ILI, we use four evaluation 

metrics to measure the prediction accuracy, including root mean square error (RMSE), 

mean absolute error (MAE), average absolute percentage error (MAPE), and Pearson 

correlation coefficient (Corr). The smaller the RMSE, MAE, and MAPE, or the larger 

the Corr, indicates that the model performs better. For real values  and the 

predicted values   these metrics are defined as: 
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3. Results 

We conduct ILI nowcasting during the period from December 24, 2017, to December 15, 

2019, before the outbreak of COVID-19, to evaluate the performance of the five methods 

at both global and city levels. Since Google search data are not available for all the cities, 

the six representative cities with Google search data are selected, including Taipei, 

Tainan, Taichung, Kaohsiung, New Taipei, and Taoyuan. 

Table 1 shows the prediction performance of the four individual methods and the 

stacking-based ensemble approach. It can be seen that the developed approach 

outperforms the individual methods on the four-evaluation metrics in the task of ILI 

nowcasting for the whole of Taiwan and five cities. The developed approach performs 

particularly well on the evaluation metric RMSE, which is sensitive to outliers. 

Compared to the best-performing individual method, the developed approach reduces 

RMSE by 7.7% to 26.5%. It is worth noting that the ARGO method outperforms ARIMA, 

LR, and XGBoost in terms of MAPE, MAE, and RMSE, due to its inherent regularization 

strategy.  

 

Table 1. The prediction performance of the four individual methods and the stacking-based ensemble approach. 

 
 

The 
whole of 
Taiwan 

Taipei Tainan Taichun
g 

Kaohsiu
ng 

New 
Taipei Taoyuan 

MAPE                
 ARIMA     0.0630  0.0799  0.0691  0.0690  0.0719  0.0706  0.0748  

 ARGO       0.0580  0.0726  0.0650  0.0650  0.0692  0.0690  0.0688  
 LR             0.0675  0.0863  0.0696  0.0751  0.0765  0.0746  0.0809  

 XGBoost   0.0849  0.0987  0.1045  0.0833  0.1084  0.1015  0.0952  

 Stacking     0.0560  0.0660  0.0578  0.0633  0.0654  0.0635  0.0727  
RMSE                  
 ARIMA     0.0020  0.0020  0.0019  0.0027  0.0017  0.0020  0.0024  

 ARGO       0.0018  0.0018  0.0018  0.0024  0.0015  0.0019  0.0022  
 LR             0.0031  0.0029  0.0034  0.0043  0.0030  0.0036  0.0038  

 XGBoost   0.0021  0.0018  0.0027  0.0024  0.0020  0.0020  0.0023  

 Stacking     0.0016  0.0013  0.0015  0.0021  0.0014  0.0015  0.0018  
MAE                                
 ARIMA     0.0009  0.0009  0.0011  0.0012  0.0009  0.0009  0.0011  

 ARGO       0.0008  0.0008  0.0010  0.0012  0.0008  0.0009  0.0011  
 LR             0.0009  0.0009  0.0011  0.0013  0.0009  0.0010  0.0012  

 XGBoost   0.0012  0.0010  0.0016  0.0014  0.0013  0.0013  0.0014  

 Stacking     0.0008  0.0007  0.0009  0.0011  0.0008  0.0008  0.0011  
Corr                          
 ARIMA     0.8414  0.8007  0.8373  0.8242  0.8007  0.8972  0.8510  

 ARGO       0.8601  0.8221  0.8448  0.8509  0.8342  0.9034  0.8711  
 LR             0.8332  0.8235  0.8045  0.8353  0.7630  0.9048  0.8359  

 XGBoost   0.8394  0.8308  0.7446  0.8406  0.7327  0.9047  0.8661  

 Stacking     0.8968  0.9062  0.8858  0.8810  0.8590  0.9389  0.9135  
 

Figure 2 shows the visualization of the prediction effect at the global level. The 

difference between the predicted and real values of the ARIMA, ARGO, and developed 

approach is slight, while the LR and XGBoost show some deviation. It can be seen that 

the ARIMA, ARGO, and LR methods have problems in capturing irregular turning 

points and thus may lead to the delayed prediction of outbreaks. XGBoost could not 

respond immediately when the ILI rate arose in March 2019 by underestimating the trend 

of influenza outbreaks. The prediction of the developed approach is the closest to the real 

value but also underestimates the intensity of influenza in March 2019. 
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Figure 2. Nowcasting with four individual models and a stacking-based ensemble approach for the whole of 

Taiwan. 

 

Figure 3. Results of ILI prediction using the stacking-based ensemble approach of different exogenous data in 

the Whole Taiwan Region. MAPE, RMSE, and MAE are the results after multiplying by 10, 100, and 1000, 

respectively. 

 

Additionally, we conduct an ablation study to investigate the effects of different 

covariates on model performance. Figure 3 shows the effect of fixing historical ILI 

records as a covariate, in combination with other exogenous data, on the prediction 

results. The difference between the three schemes is negligible, and no scheme is always 

better than the other two for all evaluation metrics. This result indicates that the 

contributions of these external variables to the prediction are equivalent to the developed 

approach.  
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4. Discussion 

In this study, we evaluate the utility of incorporating historical ILI records, Internet 

search data, and tourist flow information to make real-time ILI predictions. We consider 

four representative parametric predictive models, including ARIMA, LR, ARGO, and 

XGBoost; a 104-week sliding window is used for adaptive prediction. These four models 

are all feasible individual models that can provide a good influenza prediction result 

under limited conditions. However, each method also has shortcomings, and there is no 

way to prove which individual predictive model performs best. In this case, we try to 

fuse the models through an ensemble method. This study performs a stacking-based 

ensemble approach for LR, ARGO, and XGBoost. 

The results show that our developed approach leverages the strengths of the 

individual models and thus provides robust real-time predictions. Additionally, we care 

about predictions at the city level, which provide a critical reference for the health 

resource deployment of the public health department in a small region. However, the 

Google search data for some cities are missing due to the small population, and other 

available exogenous data has to be considered as alternative data to conduct research on 

ILI activity.  

We also apply the nowcasting approach to the period from December 8, 2019, to 

November 28, 2021, after the outbreak of COVID-19, and the results show that the 

developed approach is the best in ILI nowcasting compared to individual methods due 

to its robustness. Nevertheless, the ARIMA method performs better on a few evaluation 

metrics. There may be two reasons for this: 1) After the outbreak of COVID-19, people's 

attention shifted to COVID-19, which led to changes in search habits, and the role of 

Google search data decreased accordingly. 2) The ARIMA approach performs better in 

obtaining a long-term downward trend as the government's anti-epidemic measures 

significantly reduced the ILI intensity. 

5. Conclusion 

This study shows that the stacking-based ensemble approach enables more robust and 

accurate ILI prediction than the individual methods. The developed approach can be 

viewed as a feasible alternative to nowcast ILI in the areas where ILI activity has no 

constant seasonal trend. In the future, we will evaluate different ILI predictive methods 

in application to other geographical regions and incorporate other available ILI-related 

data such as Twitter posts [18-19]. Besides, at the methodological level, we will attempt 

to investigate the effect of temporal and spatial dependencies on ILI nowcasting and 

employ deep learning-based models for evaluating the performance of our developed 

approach [20]. 
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