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#### Abstract

Research work on machine learning techniques has been going on since the invention of computers. With the development of machine learning techniques, researches on how knowledge is expressed in computers and the learning process of knowledge have become more important. Unlike other machine learning models such as artificial neural networks, in the previous work of this paper, a machine learning model based on the concept of "dark-matter" is presented. In this model, matrixes are used to represent temporal and non-temporal data. The term "matter" is used to denote non-temporal data. The term "dark-matter", on the other hand, is used to represent temporal data. In this paper, an exploratory research on the expression of knowledge and its generation process based on the concept "darkmatter" is presented. A case study is used to illustrate how knowledge is generated and expressed. The contribution of this paper is that new methods of knowledge generation and expression are proposed based on the concept of "dark-matter". In the paper, first, the concept of "dark-matter" is briefly reviewed. After that, the methods of knowledge generation and knowledge expression are illustrated with examples. The process of knowledge generation is also illustrated with examples. Finally, the relationship between knowledge and "dark-matter" is revealed.
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## 1. Introduction

The expression of knowledge on a computer is an essential requirement for implementing knowledge processing on the computer. Although many methods and models are proposed for expressing knowledge, it is still not enough to process knowledge on computers to achieve the level of the human brain. In addition, these methods are not sufficient to express knowledge generated based on machine learning. The machine learning indicates the calculation methods that allow people to achieve the desired function without programming code. That is, people can create processing models through the training process to achieve the desired function. Machine learning is divided into supervised learning, unsupervised learning, and reinforcement learning.

[^0]For supervised learning, supervised data set is required, which is the expected output data set for a given input data set. Unsupervised learning does not require supervised data. For reinforcement learning, an agent needs to be created and trained to get the maximum reward in order to get the output data for a given input data. In this paper, case studies on reinforcement learning are used to illustrate how knowledge is generated and expressed. It is an exploratory research on the expression of knowledge and its generation process based on the concept of "dark-matter" [1].

The concept of "dark-matter" is developed based on the research works of semantic computing models [2, 3, 4, 5]. In the semantic computing models, matrixes are used to present "meaning" of data. In the models, input data are mapped through mapping matrixes into semantic spaces and presented as points in semantic spaces. Another data which present different meanings, referred to as meaning data, are also mapped to the same space. Distances of the points among input data and meaning data are performed. In this way, the semantic calculation is transmitted to calculate Euclidean distances of those points. For example, in the case for implementing semantic query, query data presenting query keywords are mapped into a semantic space and summarized as a point in the space. Retrieval candidate data are also mapped into the semantic space as other points. Euclidean distance is calculated between the query point and each retrieval candidate point. When the distance of a retrieval candidate is shorter than a given threshold, its relative retrieval candidate is extracted as the query output.

Two methods, Mathematical Model of Meaning (MMM) [4, 5] and Semantic Feature Extracting Model (SFEM) [2, 3], are developed on semantic space creation. In MMM, a common data set, for example an English-English diction is used to create the semantic space. In SFEM, the semantic space is created based on special defined data sets according to the requirement of applications.

After the semantic space is created, input data will be mapped to the space and the Euclidean distance calculation between the mapped data points in the space will be performed. Mapping matrixes are required to map input data into the semantic space. In SFEM, mapping matrixes are defined according to the applications of the models [614]. Many methods are developed to create mapping matrixes for applying the model in the areas of semantic information retrieving [9, 10, 14], semantic information classifying [11], semantic information extracting [12], and semantic information analyzing on reason and results [13], etc. Furtherly a method is developed to create the mapping matrixes through deep-learning [15]. Elements of the matrixes presenting semantic spaces are previously defined, which are different from those other models, such as the artificial neural network model and deep-learning artificial neural network model [16-19].

A mechanism is furtherly developed based on the semantic space model to implement the basic logic computation to implement true and false judgement which is the foundational mechanism required by machine learning [20]. The mechanism is applied to simulate unmanned ground vehicle control [21]. Temporal data processing is required for the ground vehicle control. In paper [1], a new model is presented for the temporal data processing. In the model, the word "matter" is used to represent features of spaces which are related to the non-temporal data. The word "dark-matter" is used to represent of spaces which elements are temporally changed. The word "energy" is used to represent matrixes which are used to generate output data. "Dark-matter" is a matrix which elements are generated during training processing.

In this paper, an exploratory research is presented on knowledge representation and its generation process based on the concept of "dark-matter." Case studies are used to illustrate how knowledge is generated and expressed. The contribution of this paper is that new methods of knowledge expression and generation are proposed based on the concept of "dark-matter." The concept of "dark-matter" is reviewed in Section 2 of this paper. In Section 3, the relationship between "knowledge" and "dark-matter" is described. The method of knowledge expression is also illustrated with examples in this section. Then, the knowledge generation method based on training processing is illustrated. Finally, the conclusions of this paper are presented.

## 2. The machine learning model created based on the concept "dark-matter"

In this section, the machine learning model created based on the concept "dark-matter" is briefly reviewed through an example as shown in Figure 1. This model is called "dark-matter learning model" in the following. In this model, matrix multiply is referred to as "space mapping" or simply "mapping." For example, the following equation (1) is described as to mapping a matrix $\mathbf{X}$ by a matrix $\mathbf{E}$ to a new space $\mathbf{Y}$. That is, a space represented by $\mathbf{X}$ is mapped to a new space represented by $\mathbf{Y}$.

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} * \mathbf{E} \tag{1}
\end{equation*}
$$

The matrix $\mathbf{X}$ is further divided into two parts as shown in Figure 1. The first part is the first column of the matrix $\mathbf{X}$, which is referred to as "matter". The second part of $\mathbf{X}$ is referred to as the "dark-matter", which is constructed by the second to the last column of the matrix $\mathbf{X}$. In Figure 1, "matter" is an index matrix correlated with sensor data. As sensor data are "visible", it is referred to as matter. Elements in the matrix of "dark-matter" are randomly filled. As the matrix of the dark-matter is created randomly filled, it is referred to as "chaotic space".


Figure 1. Creating a "chaotic space"
The learning process is to change the "chaotic space" to "ordered space." The learning model is considered as a state machine. A state in the state machine will be changed from one to others, which is referred to as state transition. State transition diagrams are used to present the state transition. Figure 2 is an example of state transition diagram. In the figure, a circle and the number in the circle represents a state, an arrow represents a state transiting from one to another one. The numbers by the arrows represent the condition required for the state transition. For example, the state will be transited from state " 0.0 " to the state " 0.1 " if the input data is " 0.0 ".


Figure 2. An example of state transition
Figure 3 presents how to create the "ordered space" from the "chaotic space" based on the state transition. The example of the state transition diagram shown in Figure 2 is used to illustrate it. In Figure 2, state " 0.0 " is the start state and the state transition from " 0.0 " to " 0.1 " is the first step of the state transition. Figure 3 (a) shows a chaotic space and Figure 3 (b) shows the first step state transition. In the second step, the state " 0.1 " transits to the state " 0.3 ". as shown in Figure 3 (c). When all the state transition diagram shown is represented as Figure 3 (d), we say that we created an "ordered space" from the "chaotic space." In the figure, the "matter" is the first row of the matrix, and the "dark-matter" is the matrix constructed by the second, third and fourth row, painted in gray.


Figure 3. Creating an "ordered space" from a "chaotic space"
If $\mathbf{X}^{-1}$ is an inverse matrix of the matrix $\mathbf{X}$, the matrix $\mathbf{X}^{-1}$ is referred to as an "antimatter space." An example of the "antimatter space" is shown in Figure 4 (b), which is the inverse matrix of $X$ shown in Figure 4 (a).

If $\mathbf{Y}$ is a matrix of the desired output result, by applying antimatter space to the matrix $\mathbf{Y}$, a new matrix $\mathbf{E}$ is created, which is referred to as "energy" as shown in equation (2). The calculation presented by the equation (2) is referred to as "learning" or "training" calculation.

$$
\begin{equation*}
\mathbf{E}=\mathbf{X}^{-1 *} \mathbf{Y} \tag{2}
\end{equation*}
$$

As the example shown in Figure 4 (c), matrix $\mathbf{Y}$ is the results of logical calculation "and," "or" and "xor" represented as three vectors $\mathbf{Y}_{\text {and }}, \mathbf{Y}_{\text {or }}$ and $\mathbf{Y}_{\text {xor }}$. The "energy" $\mathbf{E}$ is represented as three vectors $\mathbf{E}_{\text {and }}, \mathbf{E}_{\text {or }}$ and $\mathbf{E}_{\text {xor }}$ as shown in Figure 4 (d).

| X Matter |
| :--- |
| 0.0 Dark-matter   <br> 0.1 0.3 0.0  <br> 0.1 0.3 0.0 5.0 <br> 0.2 0.1 0.3 0.0 <br> 0.3 0.0 4.0 4.0 |

(a) Space

(b) Antimatter space

(c) Input and output

| 0.0 | 5.0 | 5.0 |
| :---: | :---: | :---: |
| -0.6 | 0.6 | 1.2 |
| 0.2 | -0.2 | -0.4 |
| 0.0 | 0.1 | 0.0 |
| Energy |  |  |

(d) Energy vectors

Figure 4. The concept of the "matter", "dark-matter", "anti-matter" and "energy"
When energy $\mathbf{E}$ is applied to the space $\mathbf{X}$, the desired output result $\mathbf{Y}$ is calculated as shown in equation (3).

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X}^{*} \mathbf{E} \tag{3}
\end{equation*}
$$

For the example shown in Figure 4, a single regression analysis function is used to map input data on the matter-space. As shown in Figure 4, the input data presented as binary number " 00 ", " 01 ", " 10 " and " 11 " are mapped respectively to " 0.0 ", " 0.1 ", " 0.2 " and " 0.3 " on the matter-space. The mapped value on the matter-space is used as index to extract a row vector of matrix X. For example, if the input data is given as " 10 ", it is mapped to the value " 0.2 ". After that, the mapped value " 0.2 " is used as the index to extract the row vector $\mathbf{V},[0.2,0.1,0.3,0.0]$ from $\mathbf{X}$. When the energy matrix $\mathbf{E}_{\text {and }}$ is applied to the extracted vector $\mathbf{V}$ as $\mathbf{V} * \mathbf{E}$, the calculation result " 0 " is obtained which is the logic value of " 0 and 1 ".

## 3. A knowledge representation method with "dark-matter"

In this paper, a new method is proposed to express knowledge by matrixes. Based on Oxford English dictionary [22], "knowledge" is defined as "facts, information, and skills acquired through experience or education". In the following, an example is used to illustrate how an agent to acquire skills through experience.

In this example, there is a maze, represented by a $4 \times 4$ matrix, as shown in Figure 5 (a). An agent is created in this case study which should move from a start position to a goal position. The start position of the agent is at row 2 and column 1, which is marked with the character "S". A position will be represented by row and column number as (row number, column number) in the following. Thus, the start position of the agent is represented as $(2,1)$ with the mark " S ". The goal position of the agent is $(2$, $4)$ with the mark "G". The agent will go along the path shown by the arrow-mark " $\rightarrow$ ". From the start position to the goal position. That is, the agent goes through the points $(2,1),(2,2),(3,2),(4,2),(4,3),(4,4)$ and $(3,4)$ and reaches to $(2,4)$.

By defining states of the agent as its positions on the maze matrix, a space matrix can be defined. As there are 16 possible positions for the agent on the maze matrix, 16 values from 0.0 to 1.5 are used to represent the index as shown in Figure 5 (b).


Figure 5. A maze matrix shown for an agent moving from " $S$ " to " $G$ "
Using the values of index as the matter, and a $16 \times 15$ matrix with the random values as the dark-matter, a $16 \times 16$ space matrix is defined as shown in Figure 6 (a). The path from the starting position to the goal position is indicated in Figure 5 (a). Using the path indicated in Figure 5 (a), the agent can get its next position of the current position. For example, at the start position, (2, 1), its next position is (2, 2). By using the index values, the current position index value is 0.1 and its next position index value is 0.5 . Therefore, the index value 0.5 is recorded at the dark-matter matrix at row 2 and column 2 of the space matrix. Same as that, the next position index value 0.6 of is recorded at row 2 and column 3 and row 6 and column 2 as shown in Figure 6 (b), if the current position index value is 0.5 .

$\begin{array}{l:lllllllllllllll}0.0 & 49.0 & 90.0 & 77.0 & 96.0 & 27.0 & 25.0 & 39.0 & 33.0 & 17.0 & 56.0 & 24.0 & 57.0 & 26.0 & 98.0 & 14.0\end{array}$ $\begin{array}{l:lllllllllllllll}0.1 & 20.0 & 19.0 & 41.0 & 26.0 & 61.0 & 10.0 & 34.0 & 66.0 & 82.0 & 31.0 & 59.0 & 71.0 & 48.0 & 90.0 & 84.0\end{array}$ |  | 44.0 | 31.0 | 38.0 | 50.0 | 57.0 | 45.0 | 52.0 | 48.0 | 47.0 | 32.0 | 67.0 | 45.0 | 47.0 | 61.0 | 92.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | $\begin{array}{l:lllllllllllllll}0.3 & 63.0 & 18.0 & 48.0 & 61.0 & 10.0 & 74.0 & 79.0 & 42.0 & 42.0 & 23.0 & 94.0 & 95.0 & 17.0 & 32.0 & 22.0\end{array}$ $\begin{array}{l:lllllllllllllll}0.4 & 13.0 & 47.0 & 78.0 & 22.0 & 16.0 & 31.0 & 29.0 & 95.0 & 94.0 & 56.0 & 69.0 & 87.0 & 22.0 & 79.0 & 35.0\end{array}$ $\begin{array}{l:llllllllllllllll}0.5 & 47.0 & 35.0 & 86.0 & 78.0 & 11.0 & 81.0 & 55.0 & 26.0 & 91.0 & 59.0 & 12.0 & 93.0 & 95.0 & 57.0 & 81.0\end{array}$ $\begin{array}{l:lllllllllllllll}0.6 & 38.0 & 31.0 & 100.0 & 80.0 & 62.0 & 29.0 & 72.0 & 11.0 & 14.0 & 41.0 & 53.0 & 23.0 & 17.0 & 35.0 & 81.0\end{array}$ | 0.7 | 41.0 | 22.0 | 44.0 | 27.0 | 18.0 | 50.0 | 49.0 | 15.0 | 71.0 | 70.0 | 44.0 | 66.0 | 95.0 | 40.0 | 90.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | $\begin{array}{l:lllllllllllllll}0.9 & 23.0 & 77.0 & 71.0 & 36.0 & 50.0 & 50.0 & 48.0 & 22.0 & 47.0 & 47.0 & 70.0 & 10.0 & 25.0 & 88.0 & 49.0\end{array}$ $\begin{array}{l:llllllllllllllll}0.9 & 82.0 & 58.0 & 47.0 & 61.0 & 79.0 & 57.0 & 27.0 & 45.0 & 20.0 & 10.0 & 29.0 & 48.0 & 71.0 & 33.0 & 86.0\end{array}$ $1.1 \begin{array}{lllllllllllllllllll}54.0 & 58.0 & 30.0 & 98.0 & 61.0 & 88.0 & 62.0 & 81.0 & 31.0 & 54.0 & 52.0 & 44.0 & 49.0 & 27.0 & 86.0\end{array}$ | 1.2 | 37.0 | 77.0 | 40.0 | 80.0 | 23.0 | 10.0 | 10.0 | 15.0 | 58.0 | 94.0 | 25.0 | 79.0 | 55.0 | 83.0 | 53.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | $\begin{array}{l:lllllllllllllll}1.3 & 42.0 & 78.0 & 24.0 & 19.0 & 55.0 & 55.0 & 51.0 & 14.0 & 68.0 & 52.0 & 29.0 & 31.0 & 45.0 & 41.0 & 55.0\end{array}$ $1.4\left[\begin{array}{lllllllllllllll}50.0 & 59.0 & 32.0 & 62.0 & 31.0 & 32.0 & 92.0 & 60.0 & 28.0 & 26.0 & 79.0 & 76.0 & 42.0 & 80.0 & 16.0\end{array}\right.$ $\begin{array}{l:lllllllllllllll}1.5 & 22.0 & 50.0 & 51.0 & 28.0 & 21.0 & 79.0 & 98.0 & 43.0 & 64.0 & 90.0 & 93.0 & 29.0 & 46.0 & 14.0 & 24.0\end{array}$ $\begin{array}{l:lllllllllllllll}1.6 & 19.0 & 68.0 & 66.0 & 79.0 & 57.0 & 75.0 & 25.0 & 76.0 & 85.0 & 84.0 & 75.0 & 90.0 & 45.0 & 57.0 & 84.0\end{array}$

(a) The space matrix with the matter and dark-matter matrix

 $\begin{array}{l:lllllllllllllll}0.1 & 0.5 & 0.6 & 0.7 & 1.1 & 1.5 & 1.4 & 1.3 & 66.0 & 82.0 & 31.0 & 59.0 & 71.0 & 48.0 & 90.0 & 84.0\end{array}$ $\begin{array}{l:lllllllllllllll}0.2 & 44.0 & 31.0 & 38.0 & 50.0 & 57.0 & 45.0 & 52.0 & 48.0 & 47.0 & 32.0 & 67.0 & 45.0 & 47.0 & 61.0 & 92.0\end{array}$ $\begin{array}{l:lllllllllllllll}0.3 & 63.0 & 18.0 & 48.0 & 61.0 & 10.0 & 74.0 & 79.0 & 42.0 & 42.0 & 23.0 & 94.0 & 95.0 & 17.0 & 32.0 & 22.0\end{array}$ $\begin{array}{l:lllllllllllllll}0.4 & 13.0 & 47.0 & 78.0 & 22.0 & 16.0 & 31.0 & 29.0 & 95.0 & 94.0 & 56.0 & 69.0 & 87.0 & 22.0 & 79.0 & 35.0\end{array}$ $\begin{array}{l:llllllllllllllll}0.5 & 0.6 & 0.7 & 1.1 & 1.5 & 1.4 & 1.3 & 55.0 & 26.0 & 91.0 & 59.0 & 12.0 & 93.0 & 95.0 & 57.0 & 81.0\end{array}$ $\begin{array}{l:lllllllllllllll}0.6 & 0.7 & 1.1 & 1.5 & 1.4 & 1.3 & 29.0 & 72.0 & 11.0 & 14.0 & 41.0 & 53.0 & 23.0 & 17.0 & 35.0 & 81.0\end{array}$ \begin{tabular}{l|lllllllllllllll}
0.7 \& 1.1 \& 1.5 \& 1.4 \& 1.3 \& 18.0 \& 50.0 \& 49.0 \& 15.0 \& 71.0 \& 70.0 \& 44.0 \& 66.0 \& 95.0 \& 40.0 \& 90.0

 $\begin{array}{l:lllllllllllllll}0.9 & 23.0 & 77.0 & 71.0 & 36.0 & 50.0 & 50.0 & 48.0 & 22.0 & 47.0 & 47.0 & 70.0 & 10.0 & 25.0 & 88.0 & 49.0\end{array}$ $\begin{array}{llllllllllllllll}0.9 & 82.0 & 58.0 & 47.0 & 61.0 & 79.0 & 57.0 & 27.0 & 45.0 & 20.0 & 10.0 & 29.0 & 48.0 & 71.0 & 33.0 & 86.0\end{array}$ 

1.1 \& 1.5 \& 1.4 \& 1.3 \& 98.0 \& 61.0 \& 88.0 \& 62.0 \& 81.0 \& 31.0 \& 54.0 \& 52.0 \& 44.0 \& 49.0 \& 27.0 \& 86.0

 $\begin{array}{l:lllllllllllllll}1.2 & 37.0 & 77.0 & 40.0 & 80.0 & 23.0 & 10.0 & 10.0 & 15.0 & 58.0 & 94.0 & 25.0 & 79.0 & 55.0 & 83.0 & 53.0\end{array}$ $\begin{array}{l:llllllllllllll}1.3 & 42.0 & 78.0 & 24.0 & 19.0 & 55.0 & 55.0 & 51.0 & 14.0 & 68.0 & 52.0 & 29.0 & 31.0 & 45.0 & 41.0 \\ 55.0\end{array}$ 

1.4 \& 1.3 \& 59.0 \& 32.0 \& 62.0 \& 31.0 \& 32.0 \& 92.0 \& 60.0 \& 28.0 \& 26.0 \& 79.0 \& 76.0 \& 42.0 \& 80.0 \& 16.0
\end{tabular} $\begin{array}{l:llllllllllllllllll}1.5 & 1.4 & 1.3 & 51.0 & 28.0 & 21.0 & 79.0 & 98.0 & 43.0 & 64.0 & 90.0 & 93.0 & 29.0 & 46.0 & 14.0 & 24.0\end{array}$ $\begin{array}{l:lllllllllllllllll}1.6 & 19.0 & 68.0 & 66.0 & 79.0 & 57.0 & 75.0 & 25.0 & 76.0 & 85.0 & 84.0 & 75.0 & 90.0 & 45.0 & 57.0 & 84.0\end{array}$

(b) Positions recorded in the dark-matter

Figure 6. The $16 \times 16$ space matrix with the matter and the dark-matter

Actions at different positions are defined as shown in Figure 7 (a). There are five actions are defined. These are "Non", "Left", "Right", "Up" and "Down", representing "no-action required", "to move left", "to move right", "to move up" and "to move down", respectively. Action index values are also defined as shown in Figure 7 (a). The values $0.0,0.1,0.2,0.3$ and 0.4 are defined as the action index values of "Non", "Left", "Right", "Up" and "Down", respectively. The action index value of the agent at each position on the path is shown in Figure 7 (b). For example, the required action at the start position $(2,1)$ is "to move right", therefore, its index value 0.2 is written at $(2,1)$ as shown in Figure 7 (b).

(a) Actions and action index of the agent

|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.0 | 0.4 | 0.8 | 1.2 |
| 2 | $0.2 \rightarrow$ | 0.4 | 0.9 | 0.0 |
| 3 | 0.2 | 0.4 | 1.0 | $0.3^{4}$ |
| 4 | 0.3 | $0.2 \rightarrow$ | $0.2 \rightarrow$ | $0.3^{4}$ |
|  |  |  |  |  |

(b) Actions of the agent at each position

Figure 7. Actions and action index of the agent
Defining the action vector as a vector $\mathbf{Y}$ by using the action index value as shown in Figure 7 (b), an energy vector $\mathbf{E}$ can be calculated using equation (2) described in Section 2.

The action of the agent at each position can be calculated by using the space matrix $\mathbf{X}$ and energy vector $\mathbf{E}$ by using the equation (3). In order to calculate the action index value, a retrieval mechanism is required. In the retrieval mechanism, the index value of the agent position is used to retrieve the relative row from the space matrix $\mathbf{X}$. The retrieval result is a row vector of matrix $X$ corresponding to the position of the agent. Therefore, it is required that the agent must has a position sensor and the accuracy of the sensor output value is sufficient to meet the requirements of the retrieval mechanism.

If the retrieval mechanism is used, it can be used directly to retrieve the action index value based on the position index value. A correspondence table or a retrieval function can be used to implement the retrieval calculation. Table 1 is an example which can be used to implement the retrieval. It has two columns, one is the position index value column and the other is action index value column. Using the table, for given position, an action index value can be found directly from the table. That is, the action of the agent can be calculated without the dark-matter matrix.

Table 1. A table used to output the action index correlated to the position index

| Position Index | Action Index |
| :---: | :---: |
| 0.0 | 0.0 |
| 0.1 | 0.2 |
| 0.2 | 0.0 |
| 0.3 | 0.0 |
| 0.4 | 0.0 |
| 0.5 | 0.4 |
| 0.6 | 0.4 |
| 0.7 | 0.2 |
| 0.9 | 0.0 |
| 0.9 | 0.0 |
| 1.1 | 0.2 |
| 1.2 | 0.0 |
| 1.3 | 0.0 |
| 1.4 | 0.3 |
| 1.5 | 0.3 |
| 1.6 | 0.0 |

However, it is not always sufficient to calculate the action index value without the dark-matter. If the agent does not have the position sensor, but it has a laser sensor which output shows which direction that the agent can move as shown in Figure 8. The output values of the sensor are defined as follows: As shown in Figure 8 (b), the agent
can move in four directions, moving to the "Down", "Left" and "Right" direction, the outputs of the sensor are defined " 0100 ", " 0010 " and " 0001 ", respectively. The direction, in which the agent can move at each position, is shown in Figure 8 (a). The sensor's output values when the agent is in different positions are shown in Figure 8 (c). For example, at the position (3, 2), the agent can move to "Up" direction, therefore, the output value of the sensor is " 1000 ". The agent can go back from the current position to its previous position. If the agent is at the point $(2,2)$, the agent can move to two different positions. The agent can move back to the start position $(2,1)$ when it move "Left". It can also move "Down" to the next position (3, 2). The output value of the sensor at the position $(2,2)$ is " 0110 ", which is the summary of the two direction "0010", "Left" and "0100", "Down".


Figure 8. The output of the laser sensor of the agent
As shown in Figure 8 (c), when the agent is at the position $(3,2)$ and $(3,4)$, the output values of the sensor are the same " 1100 ". That is, the agent can move "Up" or move "Down". If a table like Table 1 is used to retrieve the action of the agent, two different actions, "Moving Down" and "Moving Up" will be the output values. That is, if the retrieval values for a giving a sensor data correspond to different actions, without dark-matter, it is impossible to find a unique action for the agent. Therefore, it is necessary to use dark-matter in the calculation for deciding which action should be taken.

It is not always possible to know the path at the start position as that shown in Figure 6 (b). For example, when reinforcement learning is applied to find the path from the start position to the goal position, the path is unknown at the start position. The path will be found after many trys are performed. Sometimes, many paths are found. Rewards are assigned to found paths. If the length of a path is shorter than the others, higher reward than the others is assigned to the path. During the reinforcement learning, the agent is trained to obtain the maximum reward. In this way, the optimal path from the start position to the goal position can be found. At the same time, actions of the agent at the positions on the path are determined.

When the path is unknown at the start position, it is impossible to create the space matrix as that shown in Figure 8 (a). Here, a new method is proposed for generating the space matrix. At the same time, a new method for knowledge expression is also proposed. In the methods, passed positions are recorded instead of the next positions. For example, when the agent moves from the start position $(2,1)$ to the position $(2,2)$, the passed position $(2,1)$ is recorded. That is, dark-matter matrix can be created based on events that have occurred instead of the events which will occurred in the future. In the following, an example is used to illustrate the method in detail. In the example, the agent has a laser sensor.

In the example, a matrix is used to show a maze as shown in Figure 9 (a). The agent can be in any positions where the " 1 " is marked in the matrix. The agent cannot be in the positions where " 0 " is marked in the matrix. Figure 9 (b) shows the output of the sensor of the agent in each position, and Figure 9 (c) shows the index values of the sensor outputs at each position. For example, when the agent is at the position (2, 2), as the agent can move to "Up", "Down" and "Left", output of the sensor is " 1110 ", which is the summary of the value "Up", " 1000 ", "Down", " 0100 " and "Left", " 0010 ". As the agent can not be in the position $(3,1),(4,1),(2,3),(3,3)$ and $(1,4)$, the output of the sensor at those positions is marked with an " X ".

1 \begin{tabular}{l}
1 <br>
1 <br>
2 <br>
2 <br>
3 <br>
4 <br>
\hline

 

1 \& 2 \& 3 \& 4 <br>
1 \& 1 \& 0 \& 1 <br>
0 \& 1 \& 0 \& 1 <br>
0 \& 1 \& 1 \& 1 <br>
\hline
\end{tabular}

(a) The maze matrix

(b) The output of the laser sensor

|  | 1 | 2 |  | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.5 | 0.7 | 0.7 | X |
| 2 | 0.9 | 1.4 | X | 0.4 |
| 3 | X | 1.2 | X | 1.2 |
| 4 | X | 0.9 | 0.3 | 1.0 |

(c) The index of the laser sensor

Figure 9. The output of the laser sensor of the agent
The reinforcement learning is performed as the follows. At the position $(2,1)$, the agent can move to two different directions "Up" and "Right". The probability value 0.5 is assigned to the two directions. That is, the agent has a $50 \%$ chance of moving "Up" and a $50 \%$ chance of moving to the "Right". When the agent moves to the position (2, 2), it has three moving directions, "Up", "Down" and "Left". Therefore, 0.33 is assigned as the probability value to the three directions. The maze is set up as follows. The target position is set at position (2,4), and the starting position can be any position marked " 1 ", as shown in Figure 9 (a). When the agent moves from a position to its neighbor position, it is said to have "moved a step". The number of the steps, which the agent is used to move from the start position to the goal position, is used for the reward calculation. The fewer steps the agent used, the higher the score the agent got. If the start position is at the point $(2,1)$, the minimum number of steps required is seven for the agent moving from the start position the goal position. When the agent moves to a direction where higher reward were obtained than the other directions, higher probability value is assigned to the direction. For example, at the position (2, 1), as moving to the "Right" can obtain higher reward than moving "Up", 0.01 is added to the probability value of moving to that "Right". Experiments were performed to find the path from the start position to the goal position. Based on the experimental results, trying about 200 times, the best path from the start position $(2,1)$ to the goal position $(2$, 4) can be found by the agent. After 2000 times trying, the probability values to the high reward directions are increased to 0.99 .

In order to record sensor values, a working memory mechanism is proposed. In the mechanism, a vector is created which initial value is randomly assigned. The length of the vector is as same as the number of the steps required by the agent from the start position to the goal position. For example, when the agent started at position $(2,1)$ which is set as the start position, and the agent moved through positions, $(2,2),(3,2)$, $(4,2),(4,3),(4,4),(3,4)$, and reached the goal position $(2,4)$, there are seven steps are required. Thus, the vector is defined with seven elements with random values. Then, the value of the current sensor value is combined with the vector, thus a vector with eight elements is created, as shown in Figure 10. In Figure 10, index values of the
sensor values are used. The background of the element recording the current sensor value is painted white, and the background of the elements recording the past sensor values are painted gray. For example, at the start position (2, 1), the current sensor value is 0.9 , which was recorded at the first element of the vector, and the background of the first element was painted white, as shown in Figure 10 (a). The background of all the other elements were painted gray. The values of the elements from the second to the eighth were remained the random values because no sensor data were recorded. When the agent moved to position (2, 2), 1.4 which was the index value of the sensor at the position, was recorded to the first element and the previously recorded data 0.9 was moved to the second element as shown in Figure 10 (b). In the same way, when the agent moved to position (3, 2), 1.2, which was the index value of the sensor output, was recorded to the first element, and the previously recorded data were moved to the second and third elements, respectively, as shown in Figure 10 (c). After the agent moved to the goal position $(2,4)$, all index values of the sensor output were recorded as shown in Figure 10 (d). The index value of the sensor output at the goal position was recorded to the first element, and the index value of the sensor at the start position was recorded to the eighth element.

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{0 . 9}$ | $\mathbf{9 4 . 0}$ | $\mathbf{8 4 . 0}$ | $\mathbf{1 2 . 0}$ | 78.0 | $\mathbf{5 8 . 0}$ | 84.0 | $\mathbf{2 3 . 0}$ |

(a) At position $(\mathbf{2 , 1})$

(b) At position $(\mathbf{2 , 2})$

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{0 . 4}$ | $\mathbf{1 . 2}$ | $\mathbf{1 . 0}$ | $\mathbf{0 . 3}$ | $\mathbf{0 . 9}$ | $\mathbf{1 . 2}$ | $\mathbf{1 . 4}$ | $\mathbf{0 . 9}$ |

(d) At position $(\mathbf{2 , 4})$

Figure 10. Working-memory and recorded index value of the sensor output
Actions of the agent are also recorded by action index value. For example, if the agent moved to the "Right" at the start position, the index value 0.1 , which is the index value of moving to the "Right", was recorded. A vector records all the action index values from the start position to the end position is used as the $\mathbf{Y}$ vector, as shown in Figure 11 (c).

As shown in Figure 11 (a), the space $\mathbf{X}$ is a collection of the working-memory of the agent moved from the start position to the goal position. Its inverse matrix $\mathbf{X}^{-1}$ is shown in Figure 11 (b). By multiplying $\mathbf{X}^{-1}$ by $\mathbf{Y}$, an energy vector $\mathbf{E}$ is defined.
$\left(\begin{array}{cccccccc}0.3 & 0.9 & 1.2 & 1.4 & 0.9 & 58.0 & 84.0 & 23.0 \\ 0.4 & 1.2 & 1.0 & 0.3 & 0.9 & 1.2 & 1.4 & 0.9 \\ 0.9 & 94.0 & 84.0 & 12.0 & 78.0 & 58.0 & 84.0 & 23.0 \\ 0.9 & 1.2 & 1.4 & 0.9 & 78.0 & 58.0 & 84.0 & 23.0 \\ 1.0 & 0.3 & 0.9 & 1.2 & 1.4 & 0.9 & 84.0 & 23.0 \\ 1.2 & 1.4 & 0.9 & 12.0 & 78.0 & 58.0 & 84.0 & 23.0 \\ 1.2 & 1.0 & 0.3 & 0.9 & 1.2 & 1.4 & 0.9 & 23.0 \\ 1.4 & 0.9 & 84.0 & 12.0 & 78.0 & 58.0 & 84.0 & 23.0\end{array}\right)$
(a) X
$\left(\begin{array}{cccccccc}-0.03 & 2.77 & -0.03 & 0.03 & 0.01 & -0.03 & -0.06 & 0.00 \\ 0.00 & 0.01 & 0.01 & 0.00 & 0.00 & 0.00 & 0.00 & -0.01 \\ 0.00 & -0.01 & 0.00 & 0.00 & 0.00 & -0.01 & 0.00 & 0.01 \\ 0.00 & -0.08 & 0.00 & -0.09 & 0.00 & 0.09 & 0.00 & 0.00 \\ -0.01 & -0.02 & 0.00 & 0.01 & 0.00 & 0.00 & 0.00 & 0.00 \\ 0.02 & 0.03 & 0.00 & 0.00 & -0.02 & 0.00 & 0.00 & 0.00 \\ 0.00 & 0.01 & 0.00 & 0.00 & 0.01 & 0.00 & -0.01 & 0.00 \\ 0.00 & -0.14 & 0.00 & 0.00 & 0.00 & 0.00 & 0.05 & 0.00\end{array}\right)$
(b) $\mathrm{X}^{-1}$

(c) Y

Figure 11. Working-memory and recorded index value of the sensor output

When the energy vector $\mathbf{E}$ is defined, each action of the agent at each relative position can be calculated by multiply the vector of the working-memory by $\mathbf{E}$, as expressed by equation (3) introduced in Section2. The calculation result of the energy vector is shown in Figure 11 (d). When the dark matter matrix is utilized, a unique action index value can be calculated even if the output values of the sensor are the same. For example, at the position $(3,2)$ and $(3,4)$, the index values of the sensor output value are the same 1.2, as shown in Figure 12 (a) and (b), where the index values are recorded at the first elements of the two vectors. In the working-memory, the values of the dark-matter values in the second to the eight elements of the two vectors are different, as shown in Figure 12 (a) and (b).

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.2 | 1.4 | 0.9 | 12.0 | 78.0 | 58.0 | 84.0 | 23.0 |

(a) Values of the working-memory at position (3,2)

| $c$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.2 | 1.0 | 0.3 | 0.9 | 1.2 | 1.4 | 0.9 | 23.0 |

(b) Values of the working-memory at
position $(\mathbf{3 , 4})$

Figure 12. Working-memory and recorded index value of the sensor output
By multiplying the two vectors of the working-memory by the energy vector $\mathbf{E}$, two different action index values 0.4 and 0.8 are obtained, as shown in equation (4) and (5). The index value 0.4 means that the agent should take the action "Moving Down" at the position $(3,2)$, and the index value 0.8 means that the agent should take the action "Moving Up" at the position (3, 4).

$$
\begin{gather*}
{[1.2,1.4,0.9,12.0,78.0,58.0,84.0,23.0] \times\left[\begin{array}{c}
-0.06 \\
0.00 \\
0.00 \\
0.03 \\
0.00 \\
-0.01 \\
0.00 \\
0.04
\end{array}\right]=0.4}  \tag{4}\\
{[1.2,1.0,0.3,0.9,1.2,1.4,0.9,23.0] \times\left[\begin{array}{c}
-0.06 \\
0.00 \\
0.00 \\
0.03 \\
0.00 \\
-0.01 \\
0.00 \\
0.04
\end{array}\right]=0.8} \tag{5}
\end{gather*}
$$

During the above process, the agent obtained skills to take appropriate actions at different positions leading it to move from the start position to the goal positions. That is, skills are acquired through experience of the agent. Considering the definition of knowledge, which is defined as "facts, information, and skills acquired through experience or education", it can be found that knowledge is expressed in the darkmatter matrix of the space matrix $\mathbf{X}$. The energy vector $\mathbf{E}$ is used to change knowledge into actions.

In summary, the learning process of the agent can be divided into five steps:

1. Finding a path from the start position to the goal position,
2. Recording the sensor output value in the working memory during the movement of the agent from the starting position to the goal position,
3. Creating the space matrix $\mathbf{X}$ based on the working-memory,
4. Calculating the inverse matrix of the matrix $\mathbf{X}$,
5. Calculating the energy vector $\mathbf{E}$.

## 4. Discussion

In EJC2022 [23], the concept of "dark-matter", "energy" and "action" presented in this paper are discussed. Professor Marie Duží, an expert in natural language processing and artificial intelligence [24], questioned about the "energy" and "actions" while considering the famous concept of "mass energy equivalent" in physics $E=m c^{2}$. The question is very helpful to clarify the concepts presented in this paper. Let's review the "matter", "action" and the "energy" equation, equation (1) presented in Section 2,

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X}^{*} \mathbf{E} \tag{1}
\end{equation*}
$$

Equation (1) can be found to resemble the "mass energy equivalent" equation, if " $Y$ " and " $E$ " in equation (1) are rewritten to " $E$ " and " $C$ "", as in equation (6).

$$
\begin{equation*}
\mathbf{E}=\mathbf{X} * \mathbf{C}^{2} \tag{6}
\end{equation*}
$$

In the equation "mass and energy equivalent," "mass" is a measure of the amount of matter that an object contains. That is, it is visible, or it can be sensed by sensors. As explained in Figure 1, "matter" is defined as an index matrix that correlates with sensor data. That is, "matter" can be considered the same as "mass." It can also be seen that the concept of energy in physics is the "action" that we introduced in Section 2. In equation (1), the values of the elements of the matrix $\mathbf{Y}$ and the mass in the matrix $\mathbf{X}$ are measurable. That is, the measurable values of $\mathbf{Y}$ are the energy in physics. In other words, the concept of energy in physics is the "action" that we referred in this article, and the concept of mass in physics is the "matter" that we referred to.

Let's do a transformation of equation (6), and we can get equation (7).

$$
\begin{align*}
& \mathbf{X}^{*} \mathbf{C}^{2}=\mathbf{E} \\
& \mathbf{X}^{-1} * \mathbf{X}^{*} \mathbf{C}^{2}=\mathbf{X}^{-1 *} \mathbf{E} \\
& \mathbf{C}^{2}=\mathbf{X}^{-1 *} \mathbf{E} \tag{7}
\end{align*}
$$

Next, we will take an example to analyze the relationship between equation (6) and the "energy mass equivalent" equation. Suppose that space X is a five-by-five matrix, as shown in Figure 13 (a). This assumption means that there are five different types of matter in space. The elements in the first column of the matrix are the mass of matter. In the example, the values of the "matter" and "dark-matter", which are the elements of the matrix $\mathbf{X}$, are shown in Figure 13 (a). The matrix $\mathbf{E}$ in equation (6) is set to a vector whose elements are shown in Figure 13 (b). The inverse matrix of $\mathbf{X}, \mathbf{X}^{-1}$ is show in Figure 13 (c).


Figure 13. An example of a space with five different types of matter

The values of the element of vector $\mathbf{C}^{2}$ can be calculated based on equation (7), by multiplying $\mathbf{X}^{-1}$ by $\mathbf{E}$, as shown in Figure 14.

$$
\left(\begin{array}{l}
(00.00 \\
0.00 \\
0.00 \\
0.00 \\
0.00
\end{array}\right)=\left(\begin{array}{ccccc}
-0.09 & -0.07 & 0.11 & -0.15 & 0.16 \\
-0.02 & 0.01 & 0.01 & 0.00 & 0.00 \\
0.02 & 0.00 & -0.01 & -0.01 & 0.00 \\
0.01 & 0.01 & 0.01 & 0.02 & -0.03 \\
-0.01 & -0.01 & 0.00 & 0.01 & 0.01
\end{array}\right) *\left(\begin{array}{c}
600.00 \\
300.00 \\
900.00 \\
200.00 \\
700.00
\end{array}\right)
$$

Figure 14. The calculated result of $\mathbf{C}^{2}$ with the values of Figure 13
As shown in Figure 14, only the first element of vector $\mathbf{C}^{2}$ is a non-zero value, and all the other values of the vector are zero. When the vector $\mathbf{C}^{2}$ is given, vector $\mathbf{E}$ can be calculated based on equation (6), as shown in Figure 15 (a). Let $c^{2}$ represent the first value of $\mathbf{C}^{2}$, the vector $\mathbf{E}$ can be calculated by multiplying the first column of $\mathbf{X}$ by c ${ }^{2}$, as shown in Figure 15 (b).

(a) Calculating E with vector $\mathrm{C}^{2}$

$$
\left(\begin{array}{c}
600.00 \\
300.00 \\
900.00 \\
200.00 \\
700.00
\end{array}\right)=\left(\begin{array}{c}
6.00 \\
3.00 \\
\mathbf{E}
\end{array}\right) \quad * \begin{aligned}
& \\
& 2.00 \\
& 7.00 \\
& \mathbf{m a s s}
\end{aligned}
$$

(b) Calculating E with the scalar value $\mathbf{c}^{2}$

Figure 15. The calculated result of $\mathbf{E}$ with the vector $\mathbf{C}^{2}$ and the scalar value $\mathrm{c}^{2}$

In this example, if $E$ is the $i$-th element of the vector $\mathbf{E}$ and $m$ is also the $i$-th element of the vector mass, it can be found that $E=m \mathrm{c}^{2}$. For example, for the first element of $E$ and the first element of mass,

$$
\begin{aligned}
& E=600 \\
& m=6 ; \\
& \mathrm{c}^{2}=100, \text { where, } \mathrm{c}=10 ; \\
& 600=6 * 10^{2}
\end{aligned}
$$

That is,

$$
E=m \mathrm{c}^{2} .
$$

In summary, if the vector $\mathbf{C}^{2}$ is defined such that the value of its first element is a non-zero value $c^{2}$ and all the other values are zero, as shown in Figure 15, the elements values of vector $\mathbf{E}$ can be calculated by multiplying the vector mass elements by the scalar value $\mathrm{c}^{2}$. That is, $E=m \mathrm{c}^{2}$. The vector $\mathbf{C}^{2}$ is a special vector indicating that "darkmatter" is not used in the calculation. That is, the equation, $E=m \mathrm{c}^{2}$, can only be used if "knowledge" or "state transition" is not considered during the computation process.

## 5. Conclusion and future work

In this paper, the concept of "dark-matter" is reviewed and further developed to express experience and knowledge. The concept of "space" is also reviewed and developed into a matrix that can be created based on experience. In addition, the characteristic of the concept of "energy" is revealed, indicating that it can be used to transform knowledge into the desired calculation. Based on the concept of dark-matter, examples of an agent moving in mazes are used for the exploratory research on knowledge expression and its learning process. In the paper, a working memory mechanism is proposed for recording the agent's experience in the actions of the agent's movement from the start position to the goal position in the maze. A new method is proposed for creating the space matrix $\mathbf{X}$ by using the working-memory. During the exploratory research of the paper, the process of acquiring knowledge is revealed. The most important contribution of this paper is that new methods are proposed for acquiring and expressing knowledge based on the concept of dark-matter. In the paper, it is revealed that knowledge can be expressed in a matrix and energy vectors can be used to turn knowledge into actions of the agent. In the paper, the learning process is illustrated during the agent's movements from a starting position to a goal position. Based on the illustration, the learning mechanism for the agent to acquire knowledge is revealed. As our future work, more features of the proposed methods and the mechanism will be further investigated, and application systems based on the proposed methods and the mechanism will be developed.
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