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Abstract. Aiming at solving the uncertainty of knowledge in variable precision 
fuzzy soft rough set model. Firstly, from the perspectives of the approximated set 
and fuzzy equivalent soft approximation space, the uncertainty measurement 
methods of variable precision fuzzy soft rough set model are defined, such as 
information granularity, information entropy, rough entropy, etc; Secondly, many 
related theorems of the measurement methods are given and proved, the 
monotonicity of the measurement methods are obtained when the fuzzy equivalent 
soft relation satisfies the inclusion condition; Finally, the feasibility and validity of 
the definition are verified by an example. 

Keywords. variable precision, soft rough set, measurement of uncertainty 

1. Introduction 

Because of the complexity, diversity and motion change of knowledge in practical 
problems, people are uncertainty about the expression of knowledge. There are two main 
reasons for the emergence of uncertainty: on the one hand, people's cognition of 
knowledge is limited; On the other hand, knowledge has a certain degree of randomness, 
fuzziness, instability and so on. To deal with the uncertainty problems, we should express 
and measure the uncertainty of knowledge through proper methods. Entropy is first used 
to describe the state of matter in a thermodynamic system, later it is used to describe the 
degree of irregular motion in a thermodynamic system. With the development of 
information theory, people found that entropy can be used to describe the uncertainty 
degree of knowledge, entropy combined with probability theory can also measure the 
uncertainty of knowledge. Inspired by this, Shannon proposed the concept of information 
entropy to measure the uncertainty of knowledge[1]. Many subsequent researchers 
defined different entropies to measure uncertainty problems according to different 
situations. For example, rough entropy is used to measure the roughness of rough set 
models, fuzzy entropy is used to measure the fuzziness of rough set models. Entropy is 
widely used in data processing[2], attribute reduction[5] and other fields. 

Entropy is one of the methods to measure uncertainty. Compared with other 
uncertainty measurement methods, entropy has the advantages of simple definition, 
simple calculation and intuitive reflection of uncertainty. Combining probability theory 
with entropy, Liang et al. defined rough entropy to measure the roughness of rough set 
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models. They explored the relationship between different measurement methods, and 
verified that this measurement method based on entropy could also be used to measure 
the fuzziness of rough set models[8]. Liang et al. proved the relationship between rough 
entropy, information entropy and information granularity. They discussed the 
monotonicity of uncertainty problems in approximate space in this paper[9]. Qian et al. 
based on the relationship between two kinds of knowledge in the approximation space, 
proposed to measure the uncertainty in incomplete information systems using 
combinatorial entropy[10]. Yang et al. discussed the related properties of information 
entropy and the relationship between information entropy and other uncertainty 
measurement methods in intuitionistic fuzzy information systems[11]. Mi et al. discussed 
uncertainty measurement from the perspective of fuzziness. In the partition based on 
fuzzy rough set model, fuzzy entropy was defined to measure the fuzziness of knowledge, 
which reflected the degree of ambiguity of knowledge itself[12]. Chen et al. designed 
the rough entropy thresholding segmentation algorithm, constructed upper and lower 
approximate sets’ rough uncertainty, and verified the effectiveness of the algorithm 

through experiments[13]. It can be seen that entropy is an effective mathematical method 
to measure the uncertainty of rough set model and its related models. The use of entropy 
measure is more suitable for solving the uncertainty problem of mathematical model of 
practical problems, which can help people to understand the nature and characteristics of 
data model objectively, also help to apply the model to solve practical problems. 

Soft set theory is different from the existing parametric tools used to deal with 
uncertain data[14]. It uses the mapping between objects and attributes to express the 
relationship between them. In order to further combine soft set with rough set and fuzzy 
set to solve mathematical problems in real life, fuzzy soft set, soft rough set and other 
mathematical models have been proposed and popularized. Fuzzy soft set uses the 
parameterized feature of soft set to describe the relationship between objects and 
attributes in fuzzy environment[15]. Khan mentioned in the paper that fuzzy soft set can 
solve the problem of actual data decision-making in an imprecise environment[16]. Feng 
discusses the related properties and theorems of fuzzy sets in soft rough approximation 
space and verifies that the combination of soft sets and different mathematical models 
can be applied to solve more complex mathematical problems[17]. The advantage and 
limitation of fuzzy soft set model and fuzzy soft rough set model are shown in Table 1: 
Table 1. The advantage and limitation of fuzzy soft set model and fuzzy soft rough set model 

Set Advantage Limitation 

Fuzzy soft set 
It can express the relationship 
between objects and attributes 
in fuzzy environment. 

It is not conducive to the processing 
of fuzzy environment data. 

Fuzzy soft rough set 
It is good for processing the data 
in fuzzy environment. 

It is strict with the classification 
requirements for the processed data. 

Variable precision rough set[18], as an extended rough set model using fault-tolerant 
mechanism, solves the problem of excessive classification requirements in classical 
rough set models in accurate environments. Subsequently, Katezberg and Ziarko[19] 
proposed a variable precision rough set model based on asymmetric boundaries u and l 
(0  l < u 1), which improved the original variable precision rough set model by using 
the upper and lower approximations of the asymmetric boundary limiting set. Xing et al. 
applied the variable precision rough set model combined with Bayesian method to the 
diagnosis of tumor cases[20]. Wu et al. proposed the image multi-threshold segmentation 
algorithm using variable precision rough set to solve the classification error problem of 
background subgraph and target subgraph[21]. In recent years, variable precision fuzzy 
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rough set model has become a mathematical tool to solve the problem of strict 
classification requirements in fuzzy environment. The model is beneficial to reduce the 
influence of noise data. A Mieszkowicz-Rolka and L Rolka used the research method of 
excluding objects that may affect the quality of the upper approximation and lower 
approximation results through cut-set when constructing the variable precision fuzzy 
rough set mode[22]. In the membership function approximated under the definition, the 
"better" objects are used instead of all objects; in the membership function of the upper 
approximation, the identification range of the upper approximation is expanded by some 
"good" objects after intercepting. Zhang et al. proposed a variable precision fuzzy rough 
set model based on coverage, extended the variable precision rough set model to cover 
fuzzy environment, discussed the properties of the model and cited examples to 
prove[23]. Gong et al. defined implicit operators and membership functions, explained 
the principle and application of operators, cited examples to prove the feasibility of the 
model[24]. Combining the knowledge expression characteristics of soft set theory with 
the robustness of variable precision fuzzy rough set model is helpful to analyze the 
mathematical model that built on the premise of fuzzy soft relation, solving the related 
mathematical problems of constructing fuzzy knowledge from actual fuzzy data. 

Based on the variable precision fuzzy soft rough set model, this paper proposes many 
uncertainty measurement methods based on the idea of entropy, deeply studies the 
mathematical characteristics of the variable precision fuzzy soft rough set model, which 
is helpful to analyze and measure the uncertainty in the process of constructing fuzzy 
soft knowledge from actual fuzzy data. Firstly, from the perspectives of the approximated 
set and fuzzy equivalent soft approximation space, the uncertainty measurement methods 
of variable precision fuzzy soft rough set model are defined; Secondly, many related 
theorems of the measurement methods are given and proved, the monotonicity of the 
measurement methods are obtained when the fuzzy equivalent soft relation satisfies the 
inclusion condition; Finally, the feasibility and validity of the definition are verified by 
an example. 

2. Preliminaries 

Define 2.1[25] Let U be a finite universe of discourse. A fuzzy set A on U is described 
as: , in which  denotes the possible membership degrees 
of the elements  to the set A, with the conditions: for , . All 
fuzzy sets on U are represented as .  , there has 

. The cardinality of a fuzzy set  is defined as: . The 

level cut set of fuzzy set A, denoted by , is defined as : , 
for . Meanwhile, we call the set supp  is the support of 
set A. 

Define 2.2[14] Let U be a finite universe of discourse, E be a set of parameters of U, 
,  be all fuzzy sets on U. When the mapping satisfies the condition 

, the pair  is a fuzzy soft set over universe U.  is called 
a fuzzy soft relation from U to E, which is defined as 

, where  . 
Define 2.3[26] Let U be a finite universe of discourse, E be a set of parameters of U, 

,  be all fuzzy sets on E. When the mapping satisfies the condition 
, the pair  is a pseudo fuzzy soft set over universe U.  

X. Wang and Q. Wang / Uncertainty Measurement of Variable Precision 535



is called a pseudo fuzzy soft relation from U to E, which is defined as 
, where . 

Define 2.4[25] Let  be a fuzzy soft set on U, the set of all fuzzy soft relations 
from U to E is denoted as . Let  be a fuzzy soft set on U, the set of all 
pseudo fuzzy soft relations from U to E is denoted as . For , 

, if  indicated by  let  and , 
which is called that the soft fuzzy relation  over U is synthetic by a fuzzy soft relation 
from U to E and a pseudo fuzzy soft relation from U to E, is denoted as ,

where  . If 
the fuzzy soft relation  over U satisfies reflexivity, symmetry and transitivity, R is 
called a fuzzy equivalent soft relation on U. 

Define 2.5[22] Let U be a finite universe of discourse, , a fuzzy set A 
contained in a fuzzy set B is defined as: . The fuzzy 
inclusion set of A in B is denoted by , the membership function of fuzzy set  is 

defined as: . We introduce the measure of 

inclusion error  of any fuzzy set A in a fuzzy B: , 

among them,  is the cardinality of a fuzzy set A, the level 
cut set of fuzzy set  is denoted by . 

Define 2.6 Let U be a finite universe of discourse, E be a set of parameters of U, 
 and  are a fuzzy soft set and a pseudo fuzzy soft set from U to E,  and  

are fuzzy equivalent soft relation and pseudo fuzzy equivalent soft relation from U to E, 
 is fuzzy equivalent soft relation on U which is synthesized by  and , the pair  

is called fuzzy equivalent soft approximation space. , the fuzzy equivalent soft 
partition derived from  and  is represented as a fuzzy set, which membership function 
is defined as The boundary  satisfies the conditions: 

, for any , the -lower approximation set of A and the -upper 
approximation set of A in the fuzzy equivalent soft approximation space are defined as 
follows:  

 

                                                                 otherwise
 (1) 

supp  (2) 

 (3) 

 

    

                                                                 otherwise
 (4) 
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supp  (5) 

 (6) 

Among them,  is the T-module operator and  is the implication operator, the pair 

 is called variable precision fuzzy soft rough set of A. 

3. The uncertainty measurements of variable precision fuzzy soft rough set 

3.1. Uncertainty measure for fuzzy equivalent soft approximation space 

Define 3.1.1 In the fuzzy equivalent soft approximation space, there exists an exact 
subset  in the universe , A subset  
conditions to be fulfilled: supp , where  denoted by all fuzzy 
sets on . For any , , the fuzzy equivalent soft partitions derived 
from  and  are represented as fuzzy sets, their membership function are defined 
as . In the following definitions, the symbol  is 
defined in the same way. 

Define 3.1.2 In the fuzzy equivalent soft approximation space , the 
information granularity of variable precision fuzzy soft rough set under fuzzy soft 
equivalent relation  is defined as: . 

Theorem 3.1.1 Let  is a finite universe, and are fuzzy 
soft equivalent relations. , the fuzzy equivalent soft partition derived from  
and  is represented as a fuzzy set, its membership function is defined as

. In the following definitions, the symbol is defined in the 
same way. When , .  

Proof: Because , it can be known , 

, then . 

Define 3.1.3 In the fuzzy equivalent soft approximation space , the rough 
entropy of variable precision fuzzy soft rough set under fuzzy soft equivalent relation  

is defined as: . 

Theorem 3.1.2 Let  is a finite universe, and are fuzzy 
soft equivalent relations. When , . 

Proof: Because , it can be known , 
. 

Define 3.1.4 In the fuzzy equivalent soft approximation space , the 
information entropy based on Shannon entropy of variable precision fuzzy soft rough set 

under fuzzy soft equivalent relation  is defined as: . 

Theorem 3.1.3 Let  is a finite universe, and are fuzzy 
soft equivalent relations. When , . 

Proof: Because , it can be known, , 

then . 
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Define 3.1.5 In the fuzzy equivalent soft approximation space , the 
information entropy of variable precision fuzzy soft rough set under fuzzy soft equivalent 

relation  is defined as: . 

Theorem 3.1.4 Let  is a finite universe, and are fuzzy 
soft equivalent relations. When , . 

Proof: Because , it can be known , 

then . 

Define 3.1.6 The combined entropy and conditional entropy of the variable precision 
fuzzy soft rough set under fuzzy equivalent soft relation and  are defined 

as: , . 

Theorem 3.1.5 Let  is the information entropy of variable precision fuzzy soft 
rough set under fuzzy soft equivalent relation  in finite universe 

, then . 

Proof: . 

3.2.  Uncertainty measure for approximated set 

Define 3.2.1 In the fuzzy equivalent soft approximation space , , the 
fuzzy equivalent soft partitions derived from  and  are represented as fuzzy sets, their 
membership function are defined as . For , 

variable precision fuzzy soft rough set of A is denoted by , where 

 represents the -lower approximate set of A,  represents the - upper 
approximate set of A. The roughness of the variable precision fuzzy soft rough set under 

fuzzy equivalent soft relation R is defined as: . 

Theorem 3.2.1 Let  is a finite universe, and are fuzzy 
soft equivalent relations. When , . 

Proof: Because , it can be known . Assuming that 
the set and the set  are the same under the fuzzy equivalent soft relation and , 
then according to the definition discussion: 

Let , . Because
, it can be known  . 

(1)When  ,  , 

then . 
(2)When  ,  , 

, at this time, no matter what value takes, it is less than 

or equal to . In summary, . 
(3)When  ,  , 

. 
(4)When  ,  ,  , at this time, 

no matter what value  takes, it is more than or equal to  . In 

summary, . 

Accordingly, . 
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Define 3.2.2 In the fuzzy equivalent soft approximation space , , the 
roughness based rough entropy of the variable precision fuzzy soft rough set under the 
fuzzy equivalent soft relation  is defined as , where is the 
roughness of the variable precision fuzzy soft rough set under fuzzy equivalent soft 
relation ,  is the information granularity of the variable precision fuzzy soft 
rough set under fuzzy equivalent soft relation . 

Theorem 3.2.2 Let  is a finite universe, and are fuzzy 
soft equivalent relations. When , . 

Proof: From theorem 3.1.1 and theorem 3.2.1 we know that when , ,  
, then . 

Define 3.2.3 In the fuzzy equivalent soft approximation space , , for 
, the rough membership degree of with respect to  is defined as: 

 , where  represents the membership degree of 

element  in set , then the fuzzy entropy of the variable precision fuzzy soft rough set 
under fuzzy soft equivalent relation  is defined as: 

. 

Theorem 3.2.2 In the fuzzy equivalent soft approximation space , the fuzzy 
entropy of a definable exact set is 0. 

Proof: There exists a definable exact set X in the fuzzy equivalent soft approximation 
space . Since the set X is an exact set, X(u)=1 when ,  when 

. For , when , . For 

, when , .Accordingly, 

. 

Theorem 3.2.3 In the fuzzy equivalent soft approximation space , for any 
, if , . 

Proof: Because , , it can be known 

, 

, also . 

3.3. The relationship between uncertainty measures of variable precision fuzzy soft 
rough set 

Theorem 3.3.1 In the fuzzy equivalent soft approximation space , the information 
entropy based on Shannon entropy  of the variable precision fuzzy soft rough set 
under fuzzy equivalent soft relation  and rough entropy  of variable precision 
fuzzy soft rough set under fuzzy equivalent soft relation R have the following 
relationship: . 

Proof: 

. 

Theorem 3.3.2 In the fuzzy equivalent soft approximation space , the 
information entropy  of the variable precision fuzzy soft rough set under fuzzy 
equivalent soft relation  and the information granularity  of the variable 
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precision fuzzy soft rough set under fuzzy equivalent soft relation  have the following 
relationship: . 

Proof: . 

4. Example 

Let  represents the set of six different houses, 
 represents the set of attributes possessed by each house, which 

respectively represent the price, location, basic decoration, lighting, surrounding 
environment and basic construction. In order to assess the six houses comprehensively, 
the fuzzy soft set  is used to represent the evaluation result of one of the experts as 
shown in Table 2, and the pseudo fuzzy soft set  is used to represent the evaluation 
result of the other expert as shown in Table 3. 
Table 2. fuzzy soft set 

U/E e1 e2 e3 e4 e5 e6 
u1 1 0.85 0.50 0.69 0.69 0.84 
u2 0.85 1 0.50 0.65 0.65 0.84 
u3 0.50 0.50 1 0.50 0.50 0.50 
u4 0.69 0.50 0.50 1 0.61 0.69 
u5 0.69 0.69 0.50 0.69 1 0.69 
u6 0.84 0.84 0.50 0.69 0.69 1 

Table 3. pseudo fuzzy soft set 

U/E e1 e2 e3 e4 e5 e6 
u1 1 0.10 0.50 0.69 0.69 0.81 
u2 0.35 1 0.50 0.40 0.40 0.69 
u3 0.20 0.50 1 0.25 0.39 0.40 
u4 0.62 0.69 0.34 1 0.50 0.69 
u5 0.41 0.69 0.50 0.41 1 0.69 
u6 0.30 0.50 0.50 0.30 0.60 1 

Synthesizing fuzzy equivalent soft relation on U, 

 

Let set , 

 represents a collection of house that is rated as good, let 
, , , , for example by , the -

lower approximate set of A and the - upper approximate set of A are: 
 

 
when , , in the fuzzy equivalent soft approximation 
space , the fuzzy equivalent soft relation  over  is 
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Let set ,  
represents a collection of house that is rated as good, under this condition, the -lower 
approximate set of A and the - upper approximate set of A are: 

 

 
In the fuzzy equivalent soft approximation space , the information granularity 

of variable precision fuzzy soft rough set , rough entropy , 
information entropy based on Shannon entropy , information entropy 

, roughness , roughness based rough entropy 0.11, fuzzy 
entropy . If any , , 

, fuzzy entropy 24. 
Let  is a finite universe, and are fuzzy soft equivalent 

relations, and , in the fuzzy equivalent soft approximation space , the fuzzy 
equivalent soft relation  over  is 

 

Let set ,  
represents a collection of house that is rated as good, under this condition, the -lower 
approximate set of A and the - upper approximate set of A are: 

 

 
In the fuzzy equivalent soft approximation space , the information granularity 

of variable precision fuzzy soft rough set , rough entropy , 
information entropy based on Shannon entropy  information entropy 

, roughness , roughness based rough entropy 0.12, the 
combined entropy , conditional entropy . 

To sum up, the example results satisfy all the above theorems, which verifies the 
feasibility and effectiveness of the measurement methods. 

5. Conclusion 

With the in-depth study of different data models, the uncertainty of how to recognize and 
express knowledge has become the key to the study of mathematical models. The 
variable precision fuzzy soft rough set model is proposed. It combines the knowledge 
expression characteristics of the soft set theory with the robustness of the variable 
precision fuzzy rough set model, which is helpful to analyze the mathematical model 
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built on the premise of fuzzy soft relations, solving the problems of constructing the 
model based on actual fuzzy data. Based on the variable precision fuzzy soft rough set 
model, this paper proposes uncertainty measurement methods based on the idea of 
entropy, and deeply studies the mathematical properties of the variable precision fuzzy 
soft rough set model. The next step of this paper will be based on the variable precision 
intuitionistic fuzzy soft rough set model, carry out fuzzy extension research, so as to 
solve the problem of analyzing and processing fuzzy data under complex knowledge 
expression in practical application fields. 
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