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Abstract. Behavior support agents can assist humans in accomplishing a
variety of goals by suggesting actions that promote the desired outcome
while being in line with the user’s needs and preferences. In order to
make these agents more effective, flexible and responsible, this research
aims to create a framework which allows for more interaction between
the agent and the user. By using techniques from non-monotonic rea-
soning, this work aims to model the knowledge base of the agent so that
it aligns with the user’s mental model and is able to be modified by the
user through new input. In order for the agent to be able to explain its
output to the user, the reasoning process needs to be explicit and trace-
able, which this work intends to incorporate into a logical framework.

Keywords. Non-Monotonic Logics, Knowledge Representation, Human-
Machine Alignment, User Modeling, Behavior Support Agents

1. Introduction

Technology that is intended to support users in achieving their goals by suggesting
certain behavior has already become ingrained in many people’s lives [1]. Exam-
ples for this include agents that help the user schedule meetings, encourage them
to exercise and eat healthy or assist them in saving energy within a smart home
environment. In order for these behavior support agents to effectively support
the user, especially over a longer period of time, they need to be able to adapt
to their user’s goals, capabilities and preferences [2]. The use of machine learning
techniques has made it possible to create artificial agents that can optimize their
functionality based on the previous behavior of the user, leading to a high degree
of personalization. However, these data-driven approaches make it difficult for the
user to directly access or even influence the knowledge base of the agent since
relevant concepts are not explicitly represented. Therefore, if the user wants to
change their behavior or priorities, it is often unclear how to input these changes
into the agent and what effects they might have on the agent’s output.

Additionally, there is a growing desire to ensure that artificial agents are de-
signed responsibly and the user remains in control of how they use the technology
[3]. Within the field of Hybrid Intelligence [4], these issues are addressed by em-
phasizing the importance of interaction and collaboration between humans and
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AI agents. In the context of behavior support agents the user should therefore be
able to continuously update the agent’s knowledge base in order to be in control
of the information that the agent reasons with. This means that the user can
directly change, add or delete information within the agent’s internal model.

On the other hand, the agent should be able to explain the reasoning process
that leads to conclusions or potential conflicts. The importance of this is not only
mentioned in voluntary AI design guidelines like [5], but also in laws such as Reg-
ulation (EU) 2016/679 (EU, 2016) better known as GDPR. An explainable agent
can help the user understand and trust its suggestions [6], [7], [8]. Moreover, the
agent should be capable of asking the user for additional input when it recognizes
a conflict or gap in its knowledge base.

We will study the underlying structures of these interactions between agent
and user by looking at the types of information that occur and how they can be
incorporated in and extracted from the knowledge base of the agent. The use of
knowledge-based methods allows us to represent both the knowledge base and
the reasoning process explicitly, which potentially makes them easier to be under-
stood and influenced by the user. We will specifically investigate how techniques
from non-monotonic reasoning can be combined with methods from knowledge
representation and reasoning in order to create a logical framework for an agent
that supports the interactions mentioned above. Non-monotonic logics have been
studied a lot within the field of artificial intelligence because they can formal-
ize aspects of human common-sense reasoning [9]. In our work, we plan to use
these reasoning techniques to model an agent in a way that aligns with the user’s
mental model of the situation. We will give a brief overview of the most common
methods from non-monotonic reasoning in Section 3.

An explicit example of a possible application of our research is a diabetes
support agent that is intended to assist a user who has either been diagnosed
with diabetes, or is at risk of developing diabetes. In both cases the agent is
intended to help the user change their lifestyle in order to stay healthy. Possible
actions of the agent may include suggesting an exercise schedule or other ways to
remain active, keeping track of the user’s diet and monitoring medical data. Being
required to change their entire lifestyle immediately can often feel overwhelming,
so the user may benefit from an agent which is able to be flexible in its goals and
can adapt them over time. Additionally, such a lifestyle change needs to be long-
lasting. The user’s priorities and preferences may change over time, for example
if starting a new job requires them to change their schedule or they choose to
prioritize time with their family over working out. While the agent should be able
to accommodate these changes, it is also important that certain safety features
are always guaranteed, such as the interpretation of medical data or the priority
of the user’s life being higher than any goals the user may add. Since diabetes is a
disease which affects a large number of people, many of whom have low health and
tech literacy, it is important for such an agent to be able to explain its suggestions
in a way that encourages the user to trust and follow them. Potential conflicts
between the user’s input and the agent’s knowledge need to be communicated in
order to discourage the user from potentially dangerous behavior, for example if
the user expresses goals which would negatively impact their health.
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2. Problem Statement

Our goal is to develop a logic which can be used for a personal support agent
that is able to adapt to the needs of a user and explain its conclusions through
interaction with the user. The agent will use the logic to reason about the infor-
mation it has available in order to determine how best to support the user. This
may include suggesting possible actions to the user, giving the user new infor-
mation or asking the user for additional input. The user should be able to give
additional input whenever they want to add or change the information that the
agent uses. The agent should also be able to communicate with the user when
there is information missing or a conflict within the given information in order to
resolve these issues in a collaborative way. Our main requirements for this logic
are:

• Expressivity:
Whether the logic has the concepts required to express the user needs

• Formal properties:
Whether the logic satisfies certain formal properties about the (relations
between) concepts

• Understandability:
Whether concepts in the logic are understandable and aligned with people’s
mental model of how they express their needs

• Adaptability:
Whether the logic is able to handle new input and changes to existing
information

• Explainability:
Whether conclusions or conflicts of the logic can be traced to the informa-
tion they originate from

The first three requirements concern the structure of the knowledge base and
the language of the logic. The logic must be able to express all the concepts
that are relevant for the personal agent and the needs of the user. This may for
example include goals, preferences and available actions for the user and the agent.
Additionally, the formal properties of the concepts and the relations between
them need to be satisfied by the logic. This is of course dependent on the concepts
that are included in the logic but could concern things such as making sure a
preference relation has the suitable properties or that the set of all goals can be
partially inconsistent. Lastly, we are aiming to make the structure of our logic
understandable to the user by requiring it to align with the user’s mental model
of how they express their needs. If the way the logic is built and the way it reasons
is closer to the way the user themselves make decisions, it may be easier for them
to comprehend the conclusions of the agent.

The fourth requirement focuses on making sure that the agent can be adapted
through interaction between the agent and the user. This means that when the
user makes an additional input or a change to existing information, the logic is able
to incorporate this, while also checking whether the update causes a conflict with
the existing information and which effect it has on the conclusions of the reasoning
process. We may also want to make sure that there is certain information which
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cannot be changed by the user, for example to ensure functionality or safety of
the agent.

Our fifth requirement is needed in order for the agent to also communicate
with the user. We have mentioned that we want the agent to be able to explain
how a certain conclusion was reached or why a certain update causes a conflict.
For our logic that means we need to be able to trace which information has been
used during the reasoning process and extract this information when necessary.
We note that this is not the same thing as creating the concrete explanation that
is presented to the user but rather a first selection of which information might be
relevant for this explanation.

3. Related Work

Our work relates to several different areas of research, including both theoretical
foundations and more practical applications.

Much of the research done on non-monotonic logic has been conducted with
the intention of replicating human-reasoning [9]. In particular this refers to defea-
sible reasoning, which is necessary when a conclusion may need to be withdrawn
if further information becomes known. This may occur if a statement is derived
from incomplete information and represents the most plausible or common rather
than the only possible conclusion. For example, Default Logic [10] is designed to
capture the notion that a conclusion is normally true, allowing us to use it in
our reasoning process if there is no argument which explicitly contradicts it. An
example of this could be that if a user has an established routine, the statement
“It is Wednesday” is enough to reasonably conclude that “Today the user will
go swimming” is also true. However, when provided with additional information
such as “The swimming pool is closed” or “The user goes for a run” which entails
that assuming “Today the user will go swimming” is no longer consistent with the
existing information, the conclusion is rejected. Other examples of non-monotonic
reasoning techniques include the closed world assumption [11], [12], meaning that
we assume the information we have about the world is complete, auto-epistemic
reasoning [13], which allows an agent to reason about their own knowledge and
beliefs, and logics of belief revision [14], [15] that include operations that introduce
or remove belief sentences.

Within the context of artificial intelligence research these reasoning tech-
niques were often developed to replace human reasoning and create an au-
tonomous agent which is capable of making decisions by itself [9]. We are instead
aiming to use non-monotonic logics to facilitate the process of adjusting conclu-
sions based on new information. Additionally, there are several methods which
allow us to explicitly reason with conflicts that may occur, either between multi-
ple acceptable conclusions or between derived conclusions and certain known or
desirable statements. Such techniques include adding a specificity [16] or prefer-
ence relation to the logic [17] or differentiating between skeptical and credulous
reasoning [18]. By being able to represent these conflicts explicitly, we aim to
make it easier for the user to contribute to their resolution.

Another method which relates to our work is the use of argumentation for-
malisms [19] [20]. Some of these formalisms also model non-monotonic inferences,
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but there there are also some which characterize argumentation as a form of di-
alogue. In particular, these systems model an interaction which is designed to
resolve a conflict of beliefs. Examples of these types of argumentation formalisms
are automatic persuasion systems [21] and dialectical argumentation [22], both of
which have been studied in the context of behavior change assistants.

The importance of shared mental models in Human-AI interaction has been
covered extensively in the literature, a review can be found in [23], while a con-
ceptual analysis can be found in [24]. In order to elicit the user’s mental model a
variety of techniques have been studied, most commonly used are interviews with
the user [25], [26]. Mental models have also been studied in psychology, which
may also provide a theoretical framework to base our research on [27], [28].

The need for an explainable reasoning process has long been recognized, with
[29] stating that effective explanations must be presented in form of a dialogue
which allows for partial explanations and follow-up questions. In order to ensure
that an agent is understandable and can clarify its output, the designers of the
agent need to provide explanations in a suitable way. This combines research
from psychology, education and interaction design but most importantly requires
the justifications of the agent to be available. There are multiple approaches to
making this information explicit in the logic. One option is to include some form
of inference tracking within the language of the logic, which makes it possible
to retrace the proof that the agent has created during its reasoning process.
Another option is to use methods from justification logic [30] or argumentation
logic [31],[32], which include the possibility to reason explicitly about arguments
that support or oppose a statement. These justifications are often argued to be
more intuitive than proofs as their structure is easier and they do not require
knowledge of a proof system in order to be understood. An alternative approach,
especially used for determining the cause of a conflict, is axiom pinpointing or
finding a minimal theory. This consists of an iterative method which is used to
find a minimal set of axioms or statements that entails the undesired consequence,
which can provide a helpful starting point to resolving the conflict [33], [34], [35].

4. Research Questions

The overarching question that our research hopes to answer is: How can we com-
bine techniques from non-monotonic logic and knowledge representation and rea-
soning to create a logical framework for a behavior support agent that enables di-
rect interaction with the user? We can break this down into the following research
questions which are based on the requirements we have mentioned in Section 2.

RQ 1 Which structure should the logic have in order to capture relevant con-
cepts but also align with the user’s mental model?
Answering this question will likely require some compromises to be made,
especially considering that the exact mental model is dependent on the
individual user. Ideally we will be able to make out a minimal structure
which contains all the formal requirements for a functioning support agent
which can then be personalized by the user using the methods from RQ2.
This also includes deciding which techniques from non-monotonic reason-

J. Wolff / Using Non-Monotonic Logics to Create a Dynamic Framework 463



ing and non-monotonic logic are best suited for each aspect that we want
our logic to contain.

RQ 2 How can we enable the user to directly input and change information in
order to adapt the agent to their needs?
A part of this question is also determining which types of updates are
necessary, which will also depend on the structure we obtain from RQ1. For
each different type of update we then need to assess the formal properties
and which method we can use to implement them in our logic. In order
to ensure that the functionality and safety of the support agent can be
maintained, we also need to consider how we can test whether an update
is valid and which conflicts may arise. The question of how to resolve these
potential conflicts is also an element of RQ3.

RQ 3 How can we determine where in the logic conclusions and conflicts origi-
nated?
As we have seen in Section 3, there are multiple methods that have been
studied in this context. Finding the solution which works best in the con-
text of our work will depend on the results of RQ1 and RQ2, meaning the
structure of our logic and the type of conclusions and conflicts we want
to consider. While we will not be generating explanations in natural lan-
guage, we will consider which information is relevant in each situation. For
example, in some situations it may be helpful to determine possible ways
to solve a conflict which can be presented as a suggestion to the user or to
find the differences between two concrete situations to show the user the
impact of their choices.

5. Approach

The three main research questions we have given in the previous section should
not necessarily be treated as independent steps to achieve our main goal but rather
as interconnected approaches which are part of an iterative process in order to
create a logic which answers all three questions at once. We plan to continuously
update our logic with the results obtained from our work on each of these research
questions and then reevaluate whether it still aligns with the requirements we
have specified earlier.

As we are aiming to creating an abstract logical framework which can be
implemented in a behavior support agent, we are basing our approach on the
bottom-up procedures for developing grounded theory [36]. Specifically, we will
begin by following a case study approach [37] and analyzing a few selected behav-
ior support agents for their requirements. We are interested in the concepts that
are needed and the relationships between them, the mental model of the user and
possible updates and conflicts that may occur while the agent is in use. Besides
the formal requirements of the update itself we also need to pay attention to the
requirements we want for the validity of an update. This may include specifying
certain information which cannot be changed or contradicted or testing for certain
conclusions before fully incorporating the update. We also analyze our use-cases
to determine situations in which the user may want an additional explanation.
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We will then generalize these requirements to more abstract concepts and formal
properties that these should satisfy by comparing the results of each use-case
analysis.

One of the use-cases we will be analyzing is the diabetes support agent that
we have already mentioned. During our analysis of this agent we will first identify
the relevant concepts that the agent must include such as goals, actions, prefer-
ences, medical data and critical safety values, for example. We will also take note
of the relations between these concepts, like what concepts the user can express
preferences between, what kinds of requirements and effects actions might have
and what the critical safety values need to be compared to. Besides exploring
these formal requirements for the agent, having a concrete use-case also allows us
to study the user’s mental model in order to understand how they structure the
given situations themselves. Once we have an overview of the concepts that are
relevant for the agent, we can also analyze the potential dynamics that should be
incorporated. In the example of the diabetes support agent, the user may want
to change their preferences regarding the types of exercise or the possible sched-
ule, but they should not be able to delete the goal of being active completely.
Adding an additional goal which partially contradicts an existing goal may be
acceptable in some cases, like wanting both comfort and fitness, which cannot be
fully achieved at the same time, however in other cases these conflicts should be
resolved, for example if the user states they want to follow a diet which would be
unhealthy for them considering their current exercise plan. Observing these types
of dynamics and potential conflicts is crucial to ensuring that our logical frame-
work will fulfill the necessary requirements in order to be effective and safe when
implemented into an agent. We have chosen the diabetes use-case in particular
because this application is already being researched [38], allowing us to include
interviews with domain experts and existing data in our analysis.

As well as studying the user’s mental models of our example applications, we
will also be conducting a literature review to survey the existing theoretical work
on this topic. While each individual user’s mental model may vary, using existing
frameworks can ensure that our work is also based on established results.

In parallel to this, we intend to survey the literature on techniques from
knowledge representation and non-monotonic reasoning. The purpose of this is to
gain an overview of the formal properties of these methods as well as their poten-
tial strengths and weaknesses for possible applications. Additionally, we need to
study what effect each update has on the knowledge base as a whole and where
conflicts may arise. For example, default logics as we have described in Section
3 are useful for describing how things normally happen, which might make them
suitable for capturing a user’s routine. Additionally, by adding specificity rela-
tions to these logics we can easily include exceptions to these routines. However,
by allowing the user to add or remove default rules as they wish, it may be possi-
ble that the agent cannot deduce any possible suggestions anymore, which would
impact its effectivity.

We will also conduct a literature survey on existing methods which offer
insight into where conclusions originate such as the ones described in Section 3.
We can then compare the requirements we have compiled with the capabilities
of the logics we have studied in order to determine a suitable base logic as our
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starting point. This can then be expanded upon by using other techniques in
order to fulfill more of our requirements. This procedure is similar for each of our
research questions and we believe that a flexible, possibly iterative approach is
beneficial for our research. While we may find that certain techniques are best
suited to model the general structure of our logic it is possible that these do not
allow the adaptability or explainability we require. This will require us to find a
compromise which works best in the context of our use-case.

The use-cases we analyze at the beginning also give us an opportunity to
evaluate our work throughout the course of our research, by comparing the capa-
bilities of our logic to the requirements of our examples.

6. Evaluation

Throughout our research we will be evaluating our logic by applying it to the
selected use-cases that we will choose at the beginning of our research. This is
intended to keep our work grounded in realistic applications but it is also helpful
as a frame of reference to compare the capabilities of our logic to. Since we plan
to choose use-cases which are already being studied independently of our work,
this also gives us the opportunity to ask experts to validate certain aspects of our
logic, such as whether it aligns with their user models or whether it is adequately
expressive.

In order to evaluate whether our results can also be generalized to other
applications, we will also use our logic to model a new use-case which has not been
considered during our work. This may also give us the opportunity to conduct a
user study in order to test how well the requirements we have given in Section 2
are satisfied when the agent is in use.

Besides the application, we will also evaluate our work theoretically. The logic
itself should be proven to satisfy all formal requirements such as the reasoning
process being sound and the concepts satisfying the necessary properties. The
structure of the logic should align with results from user modeling and psychology.

7. Conclusion

With this research we intend to provide a logical framework which enables direct
interaction between a personal support agent and the user. We aim for our work
to result in general methods which can be used to make an agent adaptable to
the user’s flexible needs by allowing the user to directly influence the knowledge
base of the agent. Additionally, the logic will be designed to facilitate creating
an agent which is understandable to the user, both by having the structure align
with the user’s model and by providing the information needed to explain the
agent’s reasoning process.

We expect the general methods we obtain to be sufficiently flexible for them
to be adapted depending on the specific intention and context of an application.
This also means that our research can be extended in multiple directions in order
to study how the tools that our framework offers can be used optimally. For
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example, in our work we assume that we receive clear information from the user
in order to update the knowledge base. However, the question of how the user
interface of the agent can enable this input or how the relevant information can
be extracted from these inputs depends on the setting that the agent operates
in. Similarly, we only aim to extract information from the logic which can be
used to explain the reasoning process. In order to ensure that the user is able to
understand how the agent has reached a certain conclusion, this information will
likely have to be filtered further and presented in an appropriate way.
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