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Abstract. Most current XAI models are primarily designed to verify input-output
relationships of AI models, without considering context. This objective may not
always align with the goals of Human-AI collaboration, which aim to enhance team
performance and establish appropriate levels of trust. Developing XAI models that
can promote justified trust is therefore still a challenge in the AI field, but it is a
crucial step towards responsible AI. The focus of this research is to develop an XAI
model optimized for human-AI collaboration, with a specific goal of generating
explanations that improve understanding of the AI system’s limitations and increase
warranted trust in it. To achieve this goal, a user experiment was conducted to
analyze the effects of including explanations in the decision-making process on AI
trust.
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1. Introduction

Artificial Intelligence (AI) systems have become increasingly important in recent years,
performing tasks and making decisions that were previously only possible for humans.
With advancements in AI research and development, highly accurate systems have been
created that can even outperform human capabilities. However, it is not yet time to
blindly trust autonomous intelligent systems and delegate all high-stakes decisions to
them. Currently, human-AI collaboration is crucial for achieving the best possible out-
comes in most tasks. Examples of this collaboration can be seen in various areas, such
as driving a car with a driverless system, in healthcare, where doctors use automated di-
agnostic systems to assist with patient diagnosis, or even in the financial industry, where
credit decisions are made with the aid of a scoring system.

Research on Human-AI collaboration is already underway, with a focus on devel-
oping mental models of AI systems that allow humans to understand the system’s error
boundaries. The goal is to achieve the best possible team performance [1]. This approach
enables users to have calibrated trust in the AI system, knowing when to trust and when
not to trust it [2]. However, humans are often unaware of the error boundary of the model,
which can result in uncalibrated trust. This can lead to a mismatch between the trust that
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humans have in the AI (AI trust) and the trustworthiness of the AI itself (the intrinsic
characteristics of the model that made it trustworthy). This mismatch can cause either
over-reliance on the AI system or under-reliance on it [3].

One of the most commonly used techniques for calibrating trust and increasing
knowledge of the error boundary of AI systems is Explainable Artificial Intelligence
(XAI) models. These models are designed to generate explanations about how a system
makes its predictions or recommendations so that users can gain a better understanding
of its inner workings. However, empirical studies have not consistently found evidence
of the effectiveness of explanations in calibrating trust. In fact, some studies suggest that
explanations can increase unwarranted trust, leading to an over-reliance on the system
even when it is incorrect [4,5].

This is because XAI models are primarily optimized to verify AI input-output rela-
tions, regardless of the context. This objective does not always align with the goals of
Human-AI collaboration, which are to enhance team performance and calibrate trust ap-
propriately. Designing and developing XAI models that improve appropriate trust is still
a challenge in the field of AI. However, it is a crucial step towards achieving responsible
AI, where humans are aware of the strengths and limitations of AI systems and can make
better decisions in a variety of tasks.

2. Related Work

2.1. XAI Models Background

AI systems are becoming largely used, but they are also predominantly black-box mod-
els in a way that are too complex for a human to understand its decisions. XAI research
tries to solve that problem, coming up with ways to explain the predictions made by
the AI. The most simple way to explain a model is to retrieve meaning from the model
itself. When that is present, I have interpretable ML models. These are the simplest
ML models, easy enough to understand their behavior. Often, these models are linked
with Logistic and linear regressions, decision trees, k-nearest neighbor, and rule-based
learners. In contrast, post-hoc explanations are generated after the training of the ML
model, and they constitute the output of a second system whose sole purpose is the cre-
ation of the explanation. Post-hoc explanations encapsulate numerous techniques that
differ in the way they work; their goals and outputs. This is why some efforts were made
to classify and group all those techniques [6,7]. From all the categorizations, three ma-
jor classes of XAI post-explanations emerge: Feature importance explanations, Example
base explanations and Example by simplification explanations.

Feature importance Explanations This group of techniques identifies the contributions
of each feature for the predictions of the AI system. This can be done either locally, un-
derstanding the importance of each feature for only one observation, or globally, under-
standing the importance of each feature for the model as a whole. Popular techniques
as the Shapley values, the Lime technique and saliency maps belong to this category
[8,9,10].
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Explanations by example This group of techniques presents its output as a set of ex-
amples similar to the observation with the same model prediction or counterfactual ex-
amples with a different model prediction. The idea is that the user can understand the
reasoning behind the model by comparing examples with original observations, and then
make conclusions as a result [11,12,13]. Counterfactual examples, in this context, are
hypothetical examples that show how to obtain a different model prediction given a cer-
tain observation. It shows versions of the same observation with slightly different char-
acteristics that would have had a different outcome.

Explanations by simplification This category simplifies the model reasoning by coming
up with simple general rules to understand its behavior. Rule-based learners as decision
trees and genetic programming rule-based extractions can be used above the ML model.

In the AI field, feature importance explanations are the most used. This applies also
when using explanation to increase trust. Yet, example-based explanations that show
counterfactual examples are thought as a way to simulate the way humans think as they
are contrastive and recreate a counterfactual world [14].

2.2. Trust on AI systems

A key motivation of XAI is to increase the user’s trust in trustworthy AI. Although there
is prior work that relates positively the use of explainability with the increasing of trust
[15,16], there are also evidences that contradicts that assumption. A controlled experi-
ment suggested that when users provide feedback to an AI system to improve its per-
formance, user trust and user model accuracy perception decreases [17]. In a Human-AI
collaborative setting study, it has been shown that the perception of the AI system can
be dependent on many variants, such as the direction of communication and the type
of model that is behind the AI system [18]. Furthermore, besides the typical human al-
gorithmic aversion, there is also evidence that humans prefer human decision-making
discretion to algorithms that blindly apply human-created fairness principles to specific
cases. The reason is that humans have the free will to transcend fairness principles if
needed [19].

These studies showcase the sensibility of the user’s trust in AI systems, and they
question the real benefits of XAI. Another relevant study assessing the importance of
XAI on users’ trust is an experiment that studied data scientists’ use of interpretability
tools in their daily work [4]. The study found that the interpretability tools are some-
times being misused and even ensuring unwarranted trust in data scientists practition-
ers. As data scientists and machine learning practitioners are a special case of users with
knowledge of AI and ML, the study is even more pertinent.

2.3. Human-AI collaboration

There is a line of research that evaluates the collaboration between AI systems and hu-
mans as being part of the same team. Bansal et al. emphasize the importance of the user’s
mental models of AI Systems in a collaborative setting [1,20]. They highlight that the
error boundary of an AI system that is parsimonious and in line with the user’s men-
tal model can be more effective and increase team performance (AI systems and hu-
mans) than model accuracy. The reason is that humans and AI systems can work in a
complementary manner so that the human knows the error boundaries of the model and
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knows when it predicts wrongly. Additionally, they introduce the notion of compatibil-
ity to describe updates to the model performance. The idea is that these updates should
be compatible with prior versions of the model so that the new version can be coherent
with the mental model of the user. Hence, the team performance does not deteriorate.
Similarly, Wang et al. examined whether and when human decision-makers adopt the AI
model’s recommendation in a Human-AI collaborative setting [21]. Their results high-
light that in AI-assisted decision-making, human decision-makers’ utility evaluation and
action selection are influenced by their judgment and confidence in the decision-making
task. That is, humans are prone to make use of their own judgment in a decision-making
trial to gauge whether to adopt the AI recommendation. Furthermore, when the stakes of
the decisions become larger, people tend to lower their belief in AI recommendation’s
correctness and rely more on their own judgment in AI-assisted decision-making.

Similar studies on Human-AI collaborative settings investigated how people trust an
AI assistant with a different level of expertise [22]. The results demonstrated that partic-
ipants were able to perceive when the assistant was an expert or non-expert within the
same task and calibrate their reliance on AI to improve team performance. Additionally,
communicating expertise through the linguistic properties of the explanation text was
effective, where embracing language increased reliance and distancing language reduced
reliance on AI.

3. Research Questions and Challenges

This research is concentrated in the development of an XAI model that is optimized

for Human AI collaboration. This means developing explanations that serve human-
AI teams by contributing to the understanding of the model’s limitations and enhance
warranted trust in the system. Only that way, human-AI collaboration can be optimized.

To develop these type of explanations, several preliminary research questions have
to be investigated in order to guarantee an optimal Human-AI collaboration:

1. How current XAI models affect AI trust?
2. How to measure AI trust correctly and appropriately given a certein context?

In the first research question, I want to understand how the XAI models affect AI
trust when a user has to do a decision-making task with the assistance of an AI system.
The literature on this topic is not extensive. Moreover, the positive effect of explanations
on AI trust is still in question. The gap in the understanding of this relationship is even
bigger when one considers different contexts of decision-making tasks (e.g. high stakes
vs low stakes and high vs low model performance).

The second research question is related with the right measurement of AI trust. Are
we measuring trust on AI systems effectively? Which is the best way to measure AI
trust? I want to investigate new metrics of AI trust that can measure more accurately the
trust of the humans on the AI system. Currently, AI trust is being measured by subjective
questionnaires that more often than not measure perceived trust rather than demonstrated
trust [23]. Moreover, even the trust measures that assess the behavior of the users can
be also misleading, as the settings to ensure trust may not be there [2]. Based on these
evidences, a more systematic way for measuring AI trust given the appropriate context
is missing.
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To elaborate on this research, I have conducted a randomized experiment to investi-
gate the relationship between explanations and trust in AI when humans are aided by AI
systems in a decision-making task. The methodology and findings of this experiment are
presented in the following sections.

4. First experiment: Understanding the relation between XAI and AI trust

This experiment was designed to investigate whether the presence of explanations of AI
predictions during the decision-making task could increase trust in the AI system. As
external variables may influence this relationship, I aimed to explore if the stakes of the
decision task and the performance of the AI model played a significant role in the relation
between explanations and AI trust. With these objectives in mind, I tested three main
hypotheses:

H1: Trust on AI systems is higher when explanations of the system are present
(specifically feature importance explanations and counterfactual explanations)
comparing to the absence of explanations.

H2: The presence of explanations enhance trust on AI systems, regardless of AI
performance.

H3: AI trust is lower when the level of risk is high.

4.1. Task description

Participants were asked to complete a decision-making task where they had to determine
if a mushroom was edible or poisonous. The task included various characteristics of
the mushroom such as cap color, cap shape, odor, etc., and a visual representation of
the mushroom. Additionally, an AI model predicting the edibility of the mushroom was
presented to the participant. Using this information, the participants had to decide if the
mushroom was edible or poisonous by clicking on the appropriate button on the screen.
The task was presented as a game where the participants had to repeat the process several
times, with the objective of consuming edible mushrooms and avoiding poisonous ones.

4.2. Study Design

I designed the mushroom task in a way that I could manipulate three factors: the type of
explanations (XAI model) presented; the risk level; and the AI model performance.

Type of XAI model. To test the first hypothesis related to the presence of explanations
in the decision-making, I created 3 conditions in the task: a control condition, in which
no explanation of the AI recommendation was provided, and two other conditions with
different types of explanations presented to the user at the time of the decision. In one
condition, a local feature importance explanation was presented to the user. The expla-
nations were produced by LIME, a well-known technique to obtain local explanations
[9]. In the last condition, an example-based explanation was presented to the user. In this
case, DICE technique was used to produce state-of-art counterfactual examples [11].
More information about these techniques can be seen in the Supporting Material.
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The risk level. I manipulated the stakes of the mushroom game on two factors: low or
high. In the low-risk condition, participants received information that they got sick after
eating 3 poisonous mushrooms (the risk associated to the decision is low, indicating they
will still be alive at the end). In the high risk condition, users were informed that they
would get sick after eating one poisonous mushroom, and they would die after eating the
second poisonous mushroom.

Model performance. Finally, I manipulated the performance of the AI recommender
system as a proxy for the trustworthiness of the model. I developed 2 levels: good and
bad performance. I defined an AI system with poor performance, with accuracy rate of
60% and another with a good performance, with accuracy of 96%. The development of
these two models is detailed in the Supporting Material.

The experiment had a mixed 3 (XAI model) X 2 (Risk) X 2 (Performance) design.
The Type of XAI models and the risk level were between-subjects, whereas the perfor-
mance of the AI system was a counterbalanced within-subject variable. In other words,
each participant was assigned to only one type of XAI model condition, either in a low
or in a high risk condition. Moreover, each participant was assigned to both good or bad
AI performance by playing the game twice, with the order of good/bad performance of
the system being counterbalanced.

4.3. Procedure

Participants began the experiment after providing their consent to participate voluntar-
ily. They were then asked general demographic questions regarding their age, gender,
nationality, and education level. Next, the instructions and rules for the mushroom game
were presented, along with a simple tutorial to help participants become familiar with
the game. Following the tutorial, they began the first game and were required to con-
sume at least 5 edible mushrooms to win. Each game consisted of 12 tasks with dis-
tinct mushrooms, and after each task, they received feedback on their decision indicating
whether the mushroom was edible or not. In the final round of the game, participants
were asked if they would delegate the next action to the AI recommender system or not.
Once the mushroom game was completed, a final score was presented, and participants
were asked to respond to a questionnaire to assess their perceptions of the game and the
AI recommender system. The questionnaire included several items to measure AI trust.
Additionally, two attention check questions were included to ensure reliable results. Fi-
nally, participants played a second time with different AI performance and filled out a
questionnaire regarding the second game. Figure 1 provides a visual representation of
the experiment to aid in understanding.

4.4. Measures

The goal was to quantify trust in AI recommendations. Despite the complexities of study-
ing and measuring trust in AI systems [2], several variables were used as proxies to mea-
sure trust. Four self-report measures were assessed: MDMT Trust, Single-item Trust,
AI Understandability, and XAI Quality. The first two measures assessed subjective
trust in the system through a questionnaire based on the Multi Dimensional Measure of
Trust (MDMT) scale [24] and a single question asking for participants’ perception of
trust, respectively. The other two measures assessed system understandability and the
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Figure 1. Experiment Workflow of the first study to understand the relation between XAI explanations and AI
trust

perceived quality of the XAI model’s explanation. These self-report measures were de-
rived from the questionnaires after each game.

Two variables related to participant behavior were also assessed. The first, Behav-

ioral Trust, measured the percentage of times participants agreed with the Recom-
mender system and made decisions accordingly. The second, Delegation, was a binary
variable indicating whether participants would delegate the decision to the AI.

4.5. Participants

I recruited a total of 215 participants from Prolific, a crowdsourcing platform that fa-
cilitates large-scale data collection from participants. To ensure data quality, I only in-
cluded participants with a fluent level of English. After excluding responses from inat-
tentive participants (based on the attention check questions), I was left with data from
211 participants. Out of this population, 114 identified as female, 94 as male, and 3 as
non-binary. The average reported age was 27 years, ranging from 19 to 61 years. The
participants were compensated with a payment of 2.50 GBP for their participation in the
study. On average, it took participants approximately 12.12 minutes to complete the task,
resulting in a median hourly rate of 11.41 GBP.

5. Preliminary Results - First Study

To test the hypotheses, I conducted mixed Analyses of Variance (ANOVAs) using the
SPSS Statistics 26 with a 3 (XAI model) X 2 (Risk level) X 2 (Model Performance)
design on the five dependent variables and a Chi squared test for the dependent variable
Delegation. The alpha level was set at 0.05, and a Bonferroni alpha correction was used
for multiple testing adjustments. For the sake of brevity, I will focus on statistically
significant results, and selectively report non-statistically significant results to address
my specific hypotheses.

5.1. Self-Reported Measures

The effects on the self-reported metrics MDMT Trust, AI Understandability, XAI Quality
and the Single-Item Trust were similar, therefore, I report them grouped in one section.
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Dependent Variable DICE LIME Control Good Performance Bad performance

MDMT Trust 4.60 ± 0.13* 4.98 ± 0.14*† 4.50 ± 0.13† 5.34 ± 0.85 4.05 ± 0.97
Single-item Trust 4.02 ± 0.17 4.45 ± 0.18 3.97 ± 0.17 4.84 ± 0.11 3.46 ± 0.12

AI Understandability 3.99 ± 0.20* 4.70 ± 0.20*† 4.00 ± 0.20† 4.53 ± 0.12 3.92 ± 0.13
XAI Quality 4.40 ± 0.16* 5.01 ± 0.17*† 4.04 ± 0.17† 4.85 ± 0.10 4.11 ± 0.11

Behavioral Trust 0.83 ± 0.02 0.84 ± 0.02 0.84 ± 0.02 0.87 ± 0.01 0.8 ± 0.01
Table 1. Means and standard errors for the main effects of the XAI Model Type (in the left columns) and
Model Performance (in the Right columns) on the dependent variables.

Figure 2. Mean of MDMT Trust Scale by XAI Type and AI system performance.

There was a significant main effect of Model Performance on MDMT Trust,
F(1,205) = 172,83, p< .001,n2

p = .459, AI Understandability, F(1,205) = 45,342, p<
.001n2

p = .181, XAI Quality, F(1,205) = 92,03, p < .001,n2
p = .310 and Single Item

Trust, F(1,205) = 125,646, p < .001,n2
p = .380. The model performance was the factor

that had the most impact in all these four dependent variables. As predicted, trust levels
on the AI system were significantly higher when the AI system performance was good
compared with a bad AI system performance. The understandability of the AI system
and the perceived XAI quality were also higher when the performance of the AI model
was good. The means and standard errors are displayed in the Table 1.

Additionally, the XAI model type factor showed significant main effects on the
MDMT Trust (F(2,205)= 3.50, p< .032,np

2 = .033), AI Understandability (F(2,205)=
4.096, p < .018,np

2 = .038), and XAI Quality (F(2,205) = 8,613, p < .001,np
2 = .078)

measures. Pairwise comparisons revealed that participants in the LIME XAI condition
(explanations with feature importance) reported higher subjective trust, better under-
standing of the AI system, and perceived the explanations as having higher quality than
those in the other two conditions (DICE with counterfactual explanations and the control
group). However, there were no significant differences in these three variables between
the DICE and control conditions. Table 1 presents the means and standard deviations,
with the pairs of groups that were statistically significant at p < .05 indicated with * or
† symbols.

The 3X2X2 ANOVAs did not reveal any significant interactions between the XAI
model and the other independent variables for each of the four dependent variables. This
pattern remained consistent when considering the different levels of risk and AI system
performance. Figure 2 shows that the patterns for the XAI Model independent variable
were similar regardless of the model performance on the MDMT Trust measure.

The results for all four self-reported measures were consistent regarding the effects
of risk, showing significant interactions between risk and performance. Participants ex-
pressed less trust, understanding, and provided lower evaluations of the quality of AI ex-

R. De Brito Duarte / Towards Responsible AI: Developing Explanations 477



planations in the high-risk condition compared to the low-risk condition, but only when
the performance of the AI system was poor. When the AI system performed well, there
were no significant differences in any of the dependent variables.

5.2. Behavioral Trust and Delegation

Regarding the Behavioral Trust measure, which assesses the level of compliance
with AI recommendations, a significant main effect of model performance was found
(F(1,205) = 37.71, p < .001,η2

p = 0.155). Specifically, when the AI had good perfor-
mance, the rate of concordance with the AI recommendation was higher.

In contrast to the self-reported measures, the effect of XAI model type on Behav-
ioral Trust showed a different pattern. Although the main effect of XAI model was not
statistically significant, there was a significant interaction between XAI model and AI
system performance (F(2,205) = 25.40, p < 0.001,η2

p = 0.20). As shown in Figure 3
and similar to the results on MDMT Trust, AI Understandability and XAI Quality, partic-
ipants in the LIME condition (0.93 ± 0.02) displayed more trust by following the system
recommendation compared to participants in the other conditions (0.84 ± 0.02 in DICE
and Control). However, this effect was only significant when the AI system performance
was good. When the performance was bad, the Behavioral Trust of participants in the
LIME condition (0.75 ± 0.02) was significantly lower than that of the other two condi-
tions (0.81 ± 0.02 in DICE and 0.84 ± 0.02 in the Control condition). Once again, the
behavioral trust in the DICE and Control conditions was not statistically different.
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Figure 3. Means of the Behavioral trust by XAI model and AI system performance; error bars represent 95%
confidence intervals.

In contrast to the self-reported measures, the results for the Behavioral Trust did not
indicate significant effects of risk. Participants’ behavior in following the recommenda-
tions did not vary based on risk, even when the AI model performed poorly.

Similar to the self-reported measures, the most significant impact on Behavioral
Trust was the model performance. Participants were more likely to follow the AI system’s
recommendations when its performance was good. The means and standard errors are
presented in Table 1.

Finally, regarding Delegation, I observed an effect of risk only when the model
performance was poor. The willingness to delegate decision-making to the AI system
was dependent on risk, but only when the AI system performed poorly. Delegation was

R. De Brito Duarte / Towards Responsible AI: Developing Explanations478



higher when the risk was low (X(1) = 9.52, pvalue = 0.002), and no other significant
effects were found for Delegation.

6. Discussion and Research Directions

6.1. The effects of the presence of explanations

My first hypothesis states that user’s trust on AI systems is higher when explanations,
specifically counterfactual explanations or feature importance explanations, are present
in the decision-making process.

The results show that there is significantly higher trust and understandability of the
AI system when LIME XAI model explanations are presented. However, the results on
the ”Behavioral Trust” measure may contradict this evidence because the effect of the
XAI type variable was dependent on the level of AI performance. Participants in the
LIME condition followed the AI recommendations more often compared to the other
conditions when the model performance was good. Yet, when the AI performed badly,
the participants receiving the LIME explanations followed the AI recommendation less.

This pattern might seem odd at first, but this result provides evidence that users
understood the explanations presented by the feature importance explanations. As the
explanations presented in the LIME condition represent a quantitative contribution of
each mushroom characteristic for the prediction, users saw a high or low positive or
negative contribution associated with each mushroom characteristic.

Hence, the explanation also showed the uncertainty of the prediction. Accordingly,
when users in the LIME condition played the game with the model’s bad performance,
they were presented with a recommendation that reflected the uncertainty of the model.
Therefore, the user could make their own judgment independently of the recommenda-
tion. Consequently, the user understood the process and continued to trust the system.
These results are also consistent with previous research indicating that presenting confi-
dence intervals of the predictions is useful in calibrating trust in AI systems [25].

Nonetheless, the comparison between the counterfactual explanations produced by
DICE and the control condition did not yield significant differences. Hence, the presence
of counterfactual explanations alone was not enough to elicit higher levels of trust. This
result contradicts the common assumption that counterfactual explanations are easy for
humans to understand as they simulate human reasoning [14]. Previous research sug-
gested that the presence of counterfactual explanations led to higher perceived under-
standability and competence of the AI system in an AI-Human collaboration task involv-
ing expert humans [16], contradicting my findings. However, my experiment involved
non-expert users, whose lack of knowledge about the problem could have made counter-
factual explanations less effective since understanding a counterfactual example without
any prior knowledge is difficult.

These results suggest that the first hypothesis is not fully supported, as only the fea-
ture importance explanations resulted in higher trust compared to no explanations at all.
In a study conducted by Zhang et al. on the effect of explainability and confidence in-
tervals on trust calibration, it was found that when confidence intervals of AI predictions
are presented, user trust in the system is more calibrated, but the same is not applicable
to the effect of local feature explanations [25]. These findings raise questions about the
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actual effects of explainability on trust. It is possible that systematic errors may occur
when evaluating explanations presented in decision-making tasks, which can prevent the
establishment of trust [26]. Factors such as lack of curiosity about the explanation dur-
ing decision-making, lack of context, confirmatory search, misinterpretation of the ex-
planation, or formation of habits can contribute to this. These factors highlight the chal-
lenge of assessing the real effect of explanations and provide insights into why there are
several conflicting results. The effect of explanations on trust depends not only on the
explanations themselves but also on the participants’ actual understanding of the expla-
nations, which is difficult to evaluate. The results of this study suggest that participants
understood the feature importance explanation better than the counterfactual ones.

I was also interested in examining the effect of XAI explanations on model trustwor-
thiness when it is uncertain. My hypothesis was that the presence of XAI explanations
would enhance trust regardless of the system’s performance. Figure 2 shows that the ef-
fect of the XAI model type was independent of whether the AI system performed well or
poorly. Thus, even for untrustworthy AI systems, users appear to trust them more when
presented with feature importance explanations compared to basic information used for
decision-making. Despite the fact that trust was significantly lower when the system had
poor performance, trust was higher when feature importance explanations were present.
Therefore, subjective trust is placed in the system not because it is dependable, but be-
cause specific explanations of the system are given. These results have significant impli-
cations. A user may agree with an AI system simply because the presence of explanations
makes the AI system appear more trustworthy. In high-stakes domains, this implication
can affect several decisions and lead to severe consequences of injustice and malpractice.

6.2. AI trust decreases with a high level of risk, but only in untrustworthy scenarios

I hypothesized that risk would have a negative influence on AI trust. The results indicate
that participants reported lower trust when the risk was high on all four subjective mea-
sures. However, these results were only statistically significant when the performance
of the AI system was poor (i.e., when the AI system was deemed untrustworthy). I can
argue that risk level does indeed affect AI trust. Yet, model trustworthiness appears to be
a more critical factor. When the trustworthiness of the model is guaranteed, the level of
risk becomes less significant. Therefore, my initial hypothesis is only partially supported,
as the effect of risk is only visible under conditions where the model’s performance is
poor. In high-stakes domains, ensuring a good AI model performance is essential.

6.3. Research Direction

The results of this experiment provided preliminary insights into the ambiguity of the re-
lationship between AI trust and XAI explanations. For the purpose of Human-AI collab-
oration, explanations should be clear enough to calibrate trust in the AI system without
increasing undesired trust. Currently, this goal is not yet met.

As I move forward with this research topic, the next step is to gain insights into
causal theory and develop an XAI model that explains the behavior of the AI system
based on its causal relationships. Causal explanations are commonly used when humans
explain behavior [14]. Therefore, these types of explanations may be more aligned with
Human-AI collaboration objectives than the previous ones. Once such a model is devel-
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oped, I will conduct a similar user experiment to determine if the assumption that causal
explanations are better suited for enhancing AI trust holds true.

Once I have gained an understanding of how current XAI techniques and causal
explanations affect AI trust and contribute to the development of mental models of the AI
systems, my goal is to explore a new type of XAI techniques optimized directly for AI
collaboration objectives. This approach will address AI trust and human-AI collaboration
directly in the development of the XAI system, rather than as a post-development benefit.
To accomplish this objective, I intend to use reinforcement learning with human feedback
to develop a model with explanations tailored to end users and team collaboration.
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