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Abstract. Aim of my research is to exploit Linguistic Linked Open Data (LLOD)
as base for advanced Cultural Heritage (CH) fruition by means of Automatic Story
Generation (ASG) . Following the rationale that discovering and reviving already
existing (yet latent) narratives is worthier than automatically generating them from
anew in eliciting the user’s interest, the input-2-graph and the graph-2-sequence
ASG-pipeline phases, heavily relying on LLOD, will be given a deeper focus,
whereby the final Natural Language Generation (NLG) module will be constrained
by the entities and relations established in the Knowledge Graph (KG) generation
modules (a configuration typical of the neurosymbolic approach). In order to en-
hance possibilities of implementation in real-life contexts, the elaborated pipeline
will be modular, i.e. self-sufficient in its constituent parts. Beyond the countless
possible application scenarios ranging from education to entertainment, this solu-
tion detangles the user from his role of mere consumer, and empowers him not only
to control the creation process [3.1], but also to find already within it, and not nec-
essarily in the final outcome, a valuable source for intellectual growth. This work
intends the addressing of a specific societal need as an avalanche to simultaneously
fill knowledge gaps identified in and among the related scientific domains.

Keywords. Neurosymbolic AI, Linguistic Linked Open Data, Cultural Heritage,
Automatic Story Generation, Knowledge Graphs

1. Introduction

This thesis explores neurosymbolic approaches to ASG, leveraging Linked Open Data
(LOD, in particular the linguistic ones) and LOD-aware Natural Language Generation
(NLG) procedures. More precisely, the research will encompass the development of a
(semi-)automated narrative generation pipeline for digital heritage1 drawing from se-
mantically enriched data [1,2,3]. Stories will be entailed from them building upon the
relations among their respective metadata.

With ”semi-automation” is meant that all intermediate steps leading to the final out-
come will be modular, i.e. already designed to be self-sufficient, easily interpretable and
ready to be used independently from one another (their eventual composition should oc-
cur manually) at least as an aid to story creation, following the principle that the direct

1A domain which besides data availability shows a particular need for content creation as well.
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intervention of the user is desirable for his engagement2.
The related work [2] boiled down from the problem statement lets emerge many areas for
improvement, pointing to a main resulting intuition, which my research will contribute
to test:

Interestingness and coherence may be strongly improved by deepening the focus on
the input-2-graph and the graph-2-sequence ASG-pipeline phases.

At the same time this statement also technically implements the rationale that dis-
covering and reviving already existing (yet latent) narratives is worthier than automati-
cally generating them from anew in eliciting the user’s interest. The concept of Linked
Open Data relates immediately to that of network (or graph), made up of links and nodes.

CH is one of the domains which has experienced the most massive impact of digi-
talization. Countless other ways of igniting a playful synergy with the user is object of
current research, and has already delivered encouraging results [5,6]; for instance, plenty
of systems interacting with the user by natural language are flourishing, either in form of
a smartphone application [7], or even as social robot [8].
The main factors determining this contamination are the huge amount of information re-
sources, and the rising need for alternative methods to engage with the public, whose at-
tention’s quality has shifted considerably during the last decades [9]. The decrease in the
focus span given to the exponential growth of entertainment stimuli, as well the gradual
detachment of the audience from traditional fruition of cultural heritage, has highlighted
the urge to counteract this tendency, by putting into play various strategies, ranging from
the transmedial narratives [10] to gamification [11], from Virtual Reality to interactive
story-telling [12,11,13]. For this reason this work aims at the generation of narratives.
The narrative, here used as a synonym for story, differently from a relevant portion of
related literature, is in the following intended in its original sense, i.e. as an imaginative
account of events involving either real or fictitious characters, places and times, designed
to interest, amuse and educate 3. The term ”narrative” has been preferred because even
”story” is subject to similar ambiguities; moreover, it better conveys the idea of a presen-
tation, whereby the objective substance is deployed in a particular fashion from a specific
standpoint. The term ”story”, on the other hand, seems to hint more specifically to a plot,
and to literature features such as the writing style.

Currently in the cultural heritage domain, the single institutions provide their open
data to the national aggregator which can forward it to the European database for CH
known as Europeana4 [14,15].

Network science’s tools and concepts can be effectively used for exploring and
comparing semantic spaces of word embeddings and lexical databases as well. Specifi-
cally, semantic networks based on word2vec5 representation of words have shown that
although human built networks possess more intuitive global connectivity patterns, local

2This work may also seen as an attempt of automatizing the genesis of narratives as Benjamin’s The Arcades
Project: ”Method of this project: literary montage. I needn’t say anything, merely show. I shall purloin no
valuables, appropriate no ingenious formulations. But the rags, the refuse – these I will not inventory but allow,
in the only way possible, to come into their own: by making use of them.” [4].

3Freely adapted from https://www.dictionary.com/browse/narrative .
4https://www.europeana.eu/it. The data used for this work will be harvested principally from Europeana as

well.
5https://www.tensorflow.org/tutorials/text/word2vec.
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characteristics (in particular, dense clusters) of the machine built networks provide much
richer information on the contextual usage and perceived meanings of words [16].
New frameworks for automatic KG construction empowered by the neural Language
Models’ flexibility and scalability have been established, requiring as input only the min-
imal definition of relations, and hence resulting fit for extracting knowledge of rich new
relations not available before (a task called Knowledge Discovery) [17]. This technique
would empower us to populate the KG, whose sequentialization would constitute the
skeleton on top of which the story is generated. Conversely, semantically enriched data
can foster the shrinking of the amount of training data necessary to learn accurate models,
thus bringing to Machine Learning the concrete chance to achieve Few-Shot-Learning in
a variety of tasks, such as event extraction, link prediction and KG embedding [18]. Al-
though we are operating in a scenario where data is semantically enriched, the probable
related quality and quantity scarcity may result in the need to use these type of technolo-
gies. For instance, The BiographyNet project shows how existing Linked Data vocabu-
laries can be re-used for tasks as object modelling, resulting in a better compatibility of
the data with other sources, especially datasets from Europeana. Furthermore, the use
of Linked Data allowed to gradually expand the data corpus, which originally consisted
of mostly full text, with more and more metadata resulting from Natural Language Pro-
cessing [19].

Beside the optimization of information retrieval, another research stream which in-
terests automatic story generation focuses on how to present the retrieved data. Since
KGs are aligned with ontologies, of which they are the graph realization [20], their ”flat-
ness” does not conceal a flat ontology, but conserves the hierarchical structure of the un-
derlying one. Design knowledge determines how the semantics and presentation struc-
ture are expressed in the multimedia presentation. In traditional Web environments, this
type of design knowledge remains implicit, but Semantic Web technology can be used
to model design knowledge explicitly, and to turn annotated media items into structured
presentations[ibidem]. A schema which would constitute an ideal starting point for story
generation because of the rich logic specification including also temporal tenses is the
CIDOC conceptual reference model (CIDOC-CRM) [21]. Currently the effort is being
performed of finding strategies, including also ML- approaches, to align already existing
knowledge silos with this schema [22].

The Europeana Data Model (EDM)6, the schema underlying the chosen dataset,
is widely compliant with CIDOC-CRM, although the former lacks of some equivalent
classes of the latter, whose more fine-grained ontology would better allow to capture
interesting nuances for the story building.

2. Related work

Before tackling the literature which is strictly related to the the proposed pipeline, it
is desirable to overview contextual information which has played a decisive role in its
engineering.

In both education and narration, as well as in Information Retrieval, the analogy rep-
resents an outstanding device to create interesting associations: the issue of overlapping

6Definition of the Europeana Data Model v5.2.8.
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Figure 1. An example of KG based on the CIDOC-CRM schema [21].

concepts throughout different media and the human senses reserved for their fruition,
is addressed from a cognitive as well as computational perspective in the Conceptual
Bleinding theory [23]. According to it, a process starts by finding a partial mapping
between elements of two input spaces that are perceived as analogous with respect to
their graph representation. Afterwards the so-called generic mental space, encapsulates
the conceptual structure shared by the input spaces, generalising and possibly enriching
them. This space provides guidance to the next step of the process, where elements from
each of the input spaces are selectively projected into a new mental space, called the
blend space.
Graph representations of concept blends are useful for automated analysis and further
processing, but are not very suitable and appealing for human perception of the blended
spaces [24]. To improve on this aspect of conceptual blending, algorithms for visual
blending and for textual representation of concept graphs have been developed7.

As a branch of the broader scope of Automatic Language Generation, ASG cannot
ignore the relevant results achieved in the former by means of Large Language Models
(LLM) such as GPT-3, GLaM, LaMDA, Gopher, PaLM and Megatron-Turing NLG8.
Story generation remains a challenge because logical coherence among events must be
maintained [25].
Fortunately, a handful of works tackling this issue has already been produced, show-
ing that LLMs are a valuable resource which can be easily implemented within a usual
pipeline for story generation [26]. Lin & Riedl (2021) propose to evaluate fluency of
sequences generated by a blending generation model9, by using perplexity of a base lan-
guage model, rooted on the intuition that low average perplexity of generated sentences
evaluated by the base LLM are consistent with sentences occurring in English, as repre-

7The ConCreTeFlows workflow collects textual content from two Wikipedia pages about two animals, pro-
duces a conceptual map for each of them and creates their blend in three forms: graph-, textual and visual.
Application accessible at the website http://concreteflows.ijs.si/workflow/137/

8https://ai.googleblog.com/2022/04/pathways-language-model-palm-scaling-to.html
9It consists of two parts, a language model and a control model, and generates the sentence continuation.
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sented by the data used to train the base LLM, which in turn results in seemingly fluent
sentences [27]. To address this issue a Story generation with Reader Models (StoRM)
[28] is introduced, a framework in which a reader model represented as a knowledge
graph infers what a human reader believes about the concepts, entities, and relations
regarding the fictional story world (hence, how to progress stories in a plausible way).
In Fan & al. (2018) [29] further improvements are gained with a novel form of model
fusion that improves the relevance of the story to the prompt, and adding a new gated
multi-scale self-attention mechanism to model long-range context.

An alternative approach to this task is constituted by a reward-shaping technique
that analyses a story corpus and produces intermediate rewards that are back-propagated
into a pre-trained LLM in order to guide the model towards a given goal. This method
depends on two main models: a LLM based on GPT-2 and a policy model trained via
reinforcement learning to select alternative continuations that progress the story incre-
mentally toward the goal [30,31].
New stories can be generated also by reusing existing ones matching a given user query
[32]. In Gervas (2005) the plot structure is obtained by a case-based reasoning (CBR)
process over a case base of tales and an ontology of explicitly declared relevant knowl-
edge. The resulting story is generated as a sketch of a plot described in natural language
by means of NLG techniques.

Extremely relevant topic for my thesis is the (semi-)automatic world building, since
the initial semantic cloud serves as foundation to the event sequence, and then to the story
derivation. Using existing story plots as inspiration, in [33] is described a method that
extracts a partial knowledge graph encoding basic information regarding world structure,
which is automatically completed utilizing thematic knowledge and used to guide a neu-
ral language generation model that fleshes out the rest of the world.
In Yang & Tiddi (2020), the combination of knowledge graphs to provide context clues
and implicit knowledge with LLMs is explored, showing that knowledge extracted from
KGs can be injected into the stories automatically generated by the LLM [26]. External
knowledge graphs are used as well in DICE [34] to provide context clues and implicit
knowledge to generate coherent and creative stories.

2.1. Neurosymbolism

Nowadays ASG [b] heavily relies on subsymbolic (e.g. neural or connectivist) tech-
niques, which in the best cases succeed to deliver human-like results [35]. On the other
hand, symbolic (e.g., rule-based) algorithms come usually into play for macro-planning
the events sequence, and in some cases for micro-planning on the lexical or sentence-
level, as in [36]. The exclusive use of one or the other approach leads to some pitfalls, as
it will be better explored in the dedicated section [2.1].
Neurosymbolic AI, a novel approach concerned with the integration of reasoning and
learning, usually take unstructured data as input, trying to inject rules into the neural
network by different means, such as, for example, real logics [37]. Nevertheless it has
been recently thought to be applied to the Semantic Web, for example by using knowl-
edge graphs embeddings on LOD [38], or Deep Learning for Deductive Semantic Web
Reasoning [39]; in [40] Semantic Web Knowledge is proposed as a conductor of pre-
trained LLM. In [41] the best strategy for data integration for Neuro-symbolic NLP is the
intersection of the three spaces: continuous feature vector space, discrete semantic sym-
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bolic space, and continuous quasi-semantic vector space10. Neurosymbolic automatic
story generation (NASG) has already been the central theme of a variety of papers. As
in Yao, 2019 [43], where a symbolic plot-control phase is alternate with a neural phase
of text generation, my work adds this very methodology to the already mentioned use
of semantic enriched data as a way of broadening the interpretation of ”neurosymbolic”,
encompassing until now mainly techniques to inject rules directly into neural networks.
In my thesis, ”neurosymbolic” means properly neural-symbolic, because explicit con-
nections such as semantically enriched links are indeed rules. This awareness may trig-
ger the capability of a system not only of integrating these two approaches, but also to
switch between the two at given moments, recognised as pivotal, which would mean
briefly assessing for a given task which approach would yield better results. A generative
approach for incorporating global structure in the form of relational constraints between
different subcomponents of an example can infer the relational constraints present in the
training data and then learn a generative model based on the resulting constraint data
[44].
On the level of automatic language generation, in Hu & al. (2018) [45] plausible sen-
tences conditioned on representation vectors which are endowed with designated seman-
tic structures are produced using variational auto-encoders. Nye & al. (2021) [46] un-
derstand human reasoning as an interplay between two systems: the intuitive/associative
and the deliberative/logical one11. Neural sequence models exhibit the advantages and
failure modes of the first system: they are fast and learn patterns from data, but are often
inconsistent and incoherent. Therefore in their work is assessed how candidate genera-
tions from a neural sequence model are examined for logical consistency by a symbolic
reasoning module, which can either accept or reject the generations. Following results
in robust story generation and grounded instruction-show that this approach can increase
the coherence and accuracy of neurally-based generations.

The neural-symbolic integration will enable the harnessing of the final output with
nuances that only a deterministic model is able to provide, such as the embedding of nar-
ratological rules [48], of relations to other similar content, and of relevance according to a
given topic. Generated content will thus not only be realistic or generally entertaining (as
the current state of the art is already able to deliver) but also fully purposeful, according
to whatever is defined by and encoded through the given rules to be the purpose.

2.2. From input to graph

In my research I tackle the problem of generating a knowledge graph from keywords,
moving from the assumption that the user is unaware of possible interesting connections
among some elements, that he is obliged to use as thematic constraint.

The first identified task is therefore KG expansion with Human in the Loop (HIL)
[49]. In [50] Hyvonen and colleagues present a knowledge-based approach for finding

10We forward the reader to [42] for a detailed survey of the main issues, peculiarities and drawbacks oc-
curring when ML methods are adopted in the SW field, in particular regarding semantically enriched embed-
ding models. These models exploit the graph structural information and properties, as well as the additional
knowledge available, when rich representation languages as RDFS and OWL are employed. A complementary
research direction focused on the preprocessing of LOD for Machine Learning processing exploits vector space
embeddings for propositional feature vector representation of RDF data collections [ibid.].

11In practice, as a neurosymbolic system.
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Figure 2. Proposed Neuro-Symbolic Artificial Intelligence categories as in [47].

serendipitous semantic relations between resources in a knowledge graph12. The devel-
oped system takes two elements as input, and deploys the semantically labelled shortest
path between the two.

The RDFsim measure [51], an interactive similarity-based browsing system that ex-
ploits knowledge graph embeddings to enable the user to browse the most similar enti-
ties of the researched ones, can be intended as a starting point to model interestingness,
which can be considered as a sort of inverse function for similarity [52].

A semi-automatic workflow to produce story maps from textual documents is as-
sembled in [53], whereby natural language processing and Wikidata services are lever-
aged to extract key concepts, assemble a logically-ordered sequence of enriched story-
map events, producing an interoperable Linked Open Data semantic knowledge base for
event exploration and inter-story correlation analyses. This topological interpretation of
”story” matches pretty well the graph-based visualization, which in our case is used as a
bridge towards the final full textual realization, but at the same time represents an inde-
pendent pipeline block, already fully exploitable for educational and creative purposes,
a topic deepened in K12EduKG [54] as well.

Leveraging heterogeneous domain-specific educational data, K12EduKG extracts
concepts and identifies implicit relations with high educational significance. More specif-
ically, it adopts Named Entity Recognition (NER) techniques on educational data like
curriculum standards to extract concepts, and employs data mining techniques to identify
the cognitive prerequisite relations between educational concepts [ibid].

2.3. From graph to sequence

One of the key requirements to facilitate the semantic analysis of historical events in the
Web, in the news and in social media is the availability of reference knowledge reposito-
ries containing comprehensive representations of events, entities and temporal relations
[55]. Existing knowledge graphs, with popular examples including DBpedia, YAGO and

12http://www.kulttuurisampo.fi/ff.shtml .
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Figure 3. The steps of converting a fragment of a Fabula into narrativized natural language text (adapted from
[57]).

Wikidata, focus mostly on entity-centric information and are insufficient in terms of their
coverage and completeness with respect to events and temporal relations. EventKG is a
multilingual event-centric temporal knowledge graph that incorporates over six-hundred-
ninety thousand events and over two million temporal relations obtained from several
large-scale knowledge graphs and semi-structured sources and makes them available
through a canonical RDF-representation. Furthermore, narrative overlays together with
adequate bindings allow to effectively fuse knowledge and improve retrieval and discov-
ery tasks by structurally aligning underlying repositories driven alone by some narrative
[56]. In [57] we see the conversion of a given knowledge graph into natural language as
the construction of a narrative about the assertions made by the KG; therefore a pipeline
is proposed that can be applied to produce linguistic narratives from knowledge graphs
using corresponding rules turning them into a semantic specification for natural language
generation [57].

Sequential pattern mining from spatio-temporal data has received much attention in
recent years due to its broad application domains such as targeted advertising, location
prediction for taxi services, and urban planning. For instance, in [58], an algorithm for
mining spatio-temporal event sequences (STESs) from trajectory-based event instances
is introduced, which considers each instance to be associated with an event type.

2.4. From sequence to text

Most of the previous work on neural text generation from graph-structured data relies on
standard sequence-to-sequence methods13. These approaches linearise the input graph to
be fed to a recurrent neural network. Marcheggiani and colleagues propose an alternative
encoder based on graph convolutional networks that directly exploits the input structure,
showing results on two graph-to-sequence datasets that empirically show the benefits of
explicitly encoding the input graph structure [59].
On the same research line, in [60], a neural modelling framework is proposed that jointly
learns to generate topically coherent and informative text by computing the representa-
tion of the input knowledge graph for each sentential context, and to generate text in a
sentence-by-sentence order to improve tractability for long sequence generation.

Another approach considers to first build a document-level path for each output text
with each sentence embedding as its node, and a revised self-organising map (SOM) is
proposed to cluster similar nodes of a family of document-level paths to construct the di-
rected semantic graph. Then, three subgraph-alignment methods are proposed to extract
the maximum matching paths or subgraphs. These directed subgraphs are considered to

13https://google.github.io/seq2seq/ .
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well preserve extra but relevant content to the short input text, and then they are decoded
by the employed pre-trained model to generate coherent long text [61]. Finally, a fur-
ther suitable solution for interfacing sentence and event level is the use of a Controlled
Natural Language (CNL) [62], placing itself between natural and formal languages. This
paper proposes the use of CNL for expressing every storytelling system knowledge as a
collection of natural language sentences.

3. Research objectives

The Knowledge Graph is a Directed Acyclic Graph (DAG) whose nodes and links (re-
spectively, entities and relations) are semantically enriched, i.e. decorated by textual la-
bels. Building a narrative upon a KG, and not a mere textual rendering of the same (i.e.,
a description) cannot exult from building the initial Knowledge Base with a narrative
purpose. Starting from this consideration, and from the knowledge gaps detected in the
previous literature review, the following steps are individuated as a necessary and at the
same time realistic objective to be tackled in my research project, as well as an homoge-
neous pipeline proposal:

1. Interest-based Semantic Hub construction;
2. Interestingness-based Knowledge discovery;
3. Event sequences extraction from KG’s narrative clots;
4. Link-aware recursive event generation;
5. Metrics and evaluation.

3.1. Interest-based Semantic Hub construction

In the scenario where the user has no precise question, but simply wants to explore links
among elements (as it often occurs, for example, in creative writing or narrative genera-
tion for art exhibitions) a HIL approach would be necessary, with the goal of construct-
ing a semantic hub which embraces and expands the input concepts. If two elements are
given, the most intuitive way to solve this problem is running a shortest path algorithm
(as the Djikstra’s), or finding out the extension contemplating between the nodes in the
related KG. On the other hand, if the elements are more, the problem may become very
complex. The assumption of this module, is that the vague interests of the user progres-
sively unfolds towards sharper questions, as long as the Knowledge Graph develops in
front of him. To allow this dynamic interaction with the user, this module will be imple-
mented as a web application, as well as the other pipeline’s modules requiring a similar
feature. Given the experimental focus of the set-up, the prototype will allow to select the
initial elements only among the default database (i.e. Europeana) which will be queried
by means of CIPHER on Neo4J14, connected to the Python15 framework through a spe-
cial package. Once the hub embedding the connections among the selected elements is
displayed, the process of pruning, rearranging and expanding will proceed. The process
will end, when the user is satisfied with the semantic hub he cooperated to generate,
starting from which he can independently continue its creative process, or make use of

14https://neo4j.com/
15https://www.python.org/ .
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Figure 4. Module 1: HILD&GARD - Interest-based Knowledge Graph (Human In the Loop Data Extraction
& Graphically Augmented Relation Discovery).

the next module16. This pipeline is intended to expand the knowledge of the user, and
although some inspiring unexpected links might already emerge, this is not the main aim
of the process.

The proposed pipeline fully rely on already existing techniques. However, to our
best knowledge, the formulated task/use case scenario has never been addressed as such.

3.2. Interestingness-based Knowledge discovery

The foundation of all upcoming processes, needed to be applied in order to improve the
present state-of-art, is the expansion of the initial KG represented by the input constraints
and their immediate and obvious semantic connections. The operative field for our re-
search would therefore concern the direction towards which this automatic arborescence
shall be directed, applying insights from the conceptual blending theory so that not only
plausible, but also interesting connections may be retrieved and visualized.
The rationale of this block is that many of the automatically generated stories until now
are impossible to be exploited in practical endeavours. Hence, before proceeding to the
machine learning- supported natural language generation module, it is key to establish a
tool for the visualization of interesting content, i.e. interesting links in a defined semantic
space [50].

The displayed process relies on the previous stage for the retrieval of a consistent
semantic hub. A reliable resource for the construction of this block is the concept of
”trivia”, i.e. any fact about an entity which is interesting due to its unusualness, unique-
ness or unexpectedness [63]. They would be at first retrieved by means of web scraping,
then connected into a knowledge graph as in the previous module [3.1]. Alternatively,
interestingness will be identified as a sort of mean between similarity and its opposite,
so that the displayed divergence is prevented to degenerate in confusion or randomness
[51], and the subsequent Knowledge Graph would be further expanded by leveraging
ConceptNet5.5 [64] to decorate each node by its semantic cloud.

16The related code can be retrieved at https://github.com/Glottocrisio/IKG4CH
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Figure 5. Module 2: IKG - Interestingness-based Knowledge Graph. A pipeline proposal for an Interesting-
ness-based Knowledge Graph.

4. Concluding remarks and future work

The multiplicity of imaginable purposes in the domain of CH is such, that it is unavoid-
able to wish some sort of granularity in our tool. Whether the story be long or short, be
strongly rooted in the input data or have a higher freedom-degree, be thought for mem-
orization, education or enjoyment, the system shall be able to capture it. Therefore, a
different model shall be built for each possible combination of these modalities.

Furthermore, the consideration that modern stories are not pure concatenation of
events (but also contain dialogues, various story-teller focalizations, digressions, flash-
backs, descriptions, and so on) be not yet covered by any system in existence, let us pur-
sue a model which is not only causal, action-based and goal-oriented, but can embed also
aesthetic principles and narratological rules. In this respect, the use of neurosymbolism
is expected to be used as principal approach to direct text generation.

The following steps to be undertaken immediately after the implementation of the
first two, are the ones listed at the beginning of the previous section.

After defining narrative clots in the KG, i.e. narratively relevant hubs, a ordered
sequence of events shall be extracted from the selected one, which will thereafter con-
stitute the fabula in which the story is grounded. The existent related techniques shall
be reshaped to be applied to the definition of event, that we have found better suitable,
because it better aligns to the current narratological terminology. The DAG is considered
to be the trait-d�union between the graph and the sequence. The actual state of the art
does not take into account nuances such as the synergies among events, and the require-
ment of recalling previous events, details and characters in an elegant (not redundant)
way, which makes this research direction an interesting one to be explored. Beyond the
event-2-event and the event-in-event generation, we recall that also an optimum between
interestingness and long-term coherence shall be researched in the frame of this subtopic,
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which in turn shall be tested on longer outputs (All output examples of treated literature
encompass only short-stories).

The task of setting up an evaluation to benchmark the achieved work against the
state-of-art results belongs indeed to a later moment of my research. Nonetheless it is
necessary to start getting acquainted with patterns occurring in the mathematical formu-
lation of non-strictly mathematical phenomena [52]. In addition to the benchmarks usu-
ally deployed to test any model [65], a strong focus will be set on faithfulness, elasticity
and interestingness, i.e., respectively, the degree of similarity among different outputs
according to the same input, the capability of the system to embrace new input without
drastically changing the old output, and the degree of entertainment for human users
based on the event level and on universal cognitive assumptions.
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