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Abstract. Document-level relation extraction (DocRE) is an impor-
tant task in natural language processing, with applications in knowl-
edge graph construction, question answering, and biomedical text
analysis. However, existing approaches to DocRE have limitations
in predicting relations between entities using fixed entity representa-
tions, which can lead to inaccurate results. In this paper, we propose
a novel DocRE model that addresses these limitations by using a
relation-specific entity representation method and evidence sentence
augmentation. Our model uses evidence sentence augmentation to
identify top-k evidence sentences for each relation and a relation-
specific entity representation method that aggregates the importance
of entity mentions using an attention mechanism. These two compo-
nents work together to capture the context of each entity mention in
relation to the specific relation being predicted and select evidence
sentences that support accurate relation identification. Finally, we
re-predicts entity relations based on the evidence sentences, called
relationship reordering module. This module re-predicts entity rela-
tionships based on the predicted set of evidence sentences to form k
sets of relationship predictions, and then averages these k+1 sets of
results to obtain the final relationship predictions. Experimental re-
sults on the DocRED dataset demonstrate that our proposed model
achieves an F1 score of 62.84% and an lgn F1 score of 60.79%, out-
performing state-of-the-art methods.

1 INTRODUCTION

Relation extraction (RE) is a very important task in natural infor-
mation extraction, aiming at identifying the semantic relationships
between entities in a given text. It has rich applications in knowl-
edge graph construction, question and answer, and biomedical text
analysis. applications[18, 10, 2, 16]. Previous studies have mainly
focused on predicting the relationship between two mentions in a
sentence. However, in practice an entity may have multiple entity
referents throughout a document, and relationships can only be in-
ferred given multiple sentences as contexts. The relationship can
only be inferred given multiple sentences as contexts. Hence, due
to its potential practical applications, research on document-level re-
lation extraction (DocRE) has garnered significant attention in recent
years[21, 22, 16].
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Unlike document-level relationship extraction studies that take the
entire document as input, humans may only need a few sentences to
infer the relation of entity pairs. As can be seen in Figure 1, only
sentence S1 is needed to determine that SamuelHerbertCohen is
a citizen of Australia, and the same birthplace and school can be iden-
tified by sentence S2 alone. According to Huang et.al.[5], over 95%
of the instances in the DocRED[16] dataset required no more than
three sentences as supporting evidence, but the average document in
this dataset had eight sentences each. When using all sentences in a
whole document for relationship classification, there are inevitably
long-distance dependencies between entities.

[S1] Samuel Herbert Cohen was an  Australian politician and …

[S2] He was born in Sydney, he was educated at Wesley College Melbourne…

Country of Citizenship

Place of Birth Educated at

Subject Samuel Herbert Cohen              

Object Australian  

Relation Country of Citizenship          Support Evidence S1

S5

Subject Samuel Herbert Cohen             

Object Sydney         

Relation Place of birth                         Support Evidence S2

Subject Samuel Herbert Cohen       

Object Wesley College   

Relation Educated at Support Evidence S2

Figure 1. A test sample in the DocRED dataset. The mention of the entity
SamuelHerbertCohen in sentence S1 is more important for the classifier
to identify the relation between this entity and Australian. However, the
second referent He should be taken into account more in order to identify
the relation P laceofbirth. This suggests that different entity mentions
should play different roles in the identification of different relationships

involving the same entity.

Therefore, by identifying the evidence sentences that contribute
significantly to the entity for relation extraction, it can be of great
help in determining the relation of this entity pair, and the identified
evidence sentences can be used as a model to predict the interpre-
tation of the entity pair as a certain relationship, increasing the ex-
planatory power of the model. Yao et al.[16] introduced the evidence
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extraction task, and Huang et al.[3] used the evidence extraction task
as a secondary task to enhance the relationship extraction effect of
the model. The EIDER model [13] first trains a relation extraction
(RE) model jointly with a lightweight evidence extraction model that
is efficient in terms of both memory and runtime. However, these
works only predict whether each sentence is evidence or not sepa-
rately based on the given entity pairs, and do not use the extracted
evidence sentences in the subsequent process.

Furthermore, a key step in document-level relationship extraction
is to obtain a representation of entities from their individual denota-
tions. In previous studies, relationship extraction models have simply
applied average pooling [17, 14], and maximum pooling [8] (or Log-
SumExp pooling [22, 21]) to compute a fixed representation for a
given entity, which is then fed into a classifier for relationship classi-
fication. However, different entity referents of entities in a document
may have different semantics, and simply generating a fixed entity
representation may confuse the semantics of different entity refer-
ents and reduce the accuracy of the relationship classification of an
entity when it has multiple relationship instances, which has not been
considered in previous studies.

To address the above issues, this paper proposes a document-level
relationship extraction model with adaptive entity denotation repre-
sentation and evidence sentence augmentation. Firstly, we propose a
relation-specific entity representation method for relation prediction.
The method requires training a representation under each relation-
ship aspect, then using an attention mechanism to calculate the im-
portance of entity mentions, and finally aggregating the entity men-
tion representations under different relations based on the attention
scores to obtain a relation-specific entity representation. This repre-
sentation is then fed into a bilinear network to determine whether the
entity pair has a certain relation. In the evidence extraction module,
this paper uses the relation-specific entity representation to calculate
whether sentence j is a supporting evidence sentence for the entity
pair (eh,et) prediction relation r. Specifically, we sort the relations
predicted in the initial relation prediction module according to their
probability magnitude, and then select the top-k relations among
them for the prediction of evidence sentences, eventually forming
a collection of evidence sentences for each relation. Finally, the rela-
tionship reordering module re-predicts the entity relationships based
on the predicted set of evidence sentences to form k sets of relation-
ship predictions and then averages these k+1 sets of results to ob-
tain the final relationship prediction results. The experimental results
show that all the proposed methods in this thesis have significantly
improved the accuracy of relation extraction.

CONTRIBUTIONS. (1)To overcome the limitations of existing
DocRE models that use fixed entity representations, we present a
novel approach that utilizes a relation-specific entity representation
method and incorporates evidence sentence augmentation. (2) To im-
prove the accuracy of our proposed DocRE model, we incorporated
a relation reordering module that leverages evidence sentences ob-
tained from the evidence extraction task. This module addresses is-
sues such as incomplete extraction of evidence sentences and miss-
ing information. (3)We evaluate our model to achieve state-of-the-art
performance on the DocRED dataset.

2 RELATED WORK

Document-level relation extraction(DocRE) is a challenging task that
has received significant attention in recent years [6, 7, 16]. Prior work
has explored various approaches for performing document-level rela-
tion extraction, including both Graph-based and Transformer-based

methods.

2.1 Graph-based DocRE

Graph-based methods for document-level relation extraction typi-
cally construct a graph with nodes representing mentions, entities,
sentences, or documents, and use graph-based reasoning to infer rela-
tions. Zeng et al.[20]perform multi-hop reasoning on both mention-
level and entity-level graphs. Xu et al. [15] extract reasoning paths
for each relation and train the model to reconstruct these paths. Zeng
et al. [19] separately handle intra- and inter-sentential entity pairs
and perform multi-hop reasoning on a mention-level graph for inter-
sentential entity pairs. However, constructing a graph may result in
important information being omitted from the text, and complex op-
erations on the graphs may hinder the model’s ability to capture the
text structure.

2.2 Transformer-based DocRE

In addition to the graph-based approach, another direction of re-
search is to model inter-sentence associations through the implicit
capture of long-range inter-token dependency using a transformer
architecture[5]. Zhang et al.[21] treat document-level relationship ex-
traction as a semantic segmentation task on the entity matrix and ap-
ply U-Net to capture the correlations between relationships. Zhou
et al.[22] use an attention mechanism in the transformer to extract
useful context, and an adaptive threshold is applied to each entity
pair. Huang et al.[4]extract evidence at the document level to guide
the discovery of relations. However, this approach has a significant
runtime and memory overhead, as it is highly dependent on the ev-
idence annotations. In contrast, Huang et al. [5] predict only a few
rule-selected sentences, which may miss important information and
does not consistently improve performance. In contrast to these ap-
proaches, the EIDER model [13] includes a lightweight evidence ex-
traction model that is substantially faster than Huang et al. [4] and
improves relation extraction at the document level even when trained
on gold tags. By effectively extracting evidence and integrating it
into reasoning, EIDER model can enhance its capabilities.

3 Methodology

3.1 Problem Formulation

The task of document-level relation extraction (DocRE) is as fol-
lows: given a document D consisting of N sentences ({Sn}Nn=1), L
tokens ({hl}Ll=1), E named entities({ei}Ei=1) and the mentions (mi

j)
of each entity, the task of DocRE is to predict the possible relations
between all entity pairs (eh, et) from a predefined set of relations
(R ∪ {NA}), with eh and et representing the head entity and tail
entity, respectively. The extracted set of evidence sentences are com-
bined together in their order in the document to form a new input
Devi, and the entity pairs are added to the front of the document to
form (eh,et,Devi), which is fed into the relational reordering model
to calculate the probability value of the relationship between the en-
tity pairs (eh,et).

3.2 Method

In this paper, BERT is used as the base encoder, and as can be seen
in Figure 2, the model is divided into three main parts, namely the
relationship prediction module, the evidence extraction module, and
the relationship reordering module.
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Figure 2. An illustration of the framework. The left part illustrates the training stage and the right shows the inference stage. Relation-specific entity
representation module is a component in the proposed DocRE model. It can aggregates the importance of entity mentions using an attention mechanism to

create a relation-specific representation of each entity. The evidence extraction module is responsible for identifying evidence sentences that support accurate
relation identification. And The relation reordering module is responsible for re-predicting entity relations based on the evidence sentences identified by the

evidence extraction module.

Base Encoder. We encode the semantics of each token in the doc-
ument using a pre-trained language model [1]. Given a document D
= {xn}Lx=1, the special tokens < STA >and < END > are in-
serted before the start position and after the end position of the entity
mention designation to mark the location of the entity mention mi

j .

H = [h0, h1, h2, ..., hi, ..., hL+3] (1)

= Encoder([< STA >, x1, x2, < END >, ...,XL])(2)

Where hi is the vector representation of tokeni. We utilize the em-
bedding of the special token < STA > to the mention of this entity.
Then, previous works obtained the embedding of entity ei by apply-
ing LogSumExp pooling [6, 22] to the embedding of all its mentions.

ei =
1

Qi

Qi∑

j=1

mi
j (3)

Where mi
j denotes the representation of the jth mention of the entity

ei.
However, when considering different relations, using a fixed repre-

sentation may overlook the different contributions of different men-
tions of entities to a particular relation r, so this paper proposes a
relation-specific entity representation, as shown in Fig 3.

Specially, all relations learn the corresponding representation Rr ,
which is obtained by random initialization and subsequently updated
during the training of the model. The semantic relatedness between
relations and mention is then calculated using the following equation.

Sr
ij = f

(
Rr,m

i
j

)
(4)

Where Rr is the vector representation of relation r and f denotes the
function that calculates the similarity between the vector representa-
tion of r and the jth mention of entity ei. The dot product approach

is finally chosen in this paper. Next, we obtain the final relational at-
tention score αr

ij using the normalized exponential function Softmax
for the semantic relational relevance score Sr

ij for all the mentions of
entity ei to the relation r. Ultimately, this paper uses the addition with
weights for all alleged vector representations of entities to obtain the
entity representation of the relational characteristics eri .

αr
ij =

Sr
ij∑n

k=1
Sr
ik

(5)

eri =

n∑

j=1

αr
ijm

i
j (6)

Where mi
j denotes the representation of the jth mention of the entity

ei. n is the number of mentions corresponding to the entity ei.
Relation Classifier. First, the representation er of an entity over

a relation r is obtained according to the proposed relation-specific
entity representation, after which the entity pair (erh,ert ) is directly
fed into a bilinear layer to calculate the probability that the relation
between the entity pairs is r.

P (r | erh, ert ) = σ (erhWre
r
t + br) (7)

where Wr and br are trainable parameters. Here we utilize cross en-
tropy as a loss function for the relation classifier.

Lre = −
∑

(h,t)∈D

∑

r∈P

ỹr (e
r
h, e

r
t ) log (P (r | erh, ert )) (8)

where ỹr ∈ {0, 1}, ỹr = 1 denotes the relation of the entity pair
(eh,et) is r.
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Figure 3. Relation-Specific Entity Representation.

Evidence Classifier. Evidence sentences contain important infor-
mation for predicting relations between head and tail entities. In
the Relation Classifier task, it is necessary to extract entities from
text and identify relationships between them, the model may ignore
some important contextual information when performing the Rela-
tion Classifier task alone, which may lead to incorrect predictions.
Therefore, by predicting evidence sentences, the model can better
understand the textual context and can be more accurate in inferring
relations between entities.

Therefore, we also predict whether each sentence Sn is an evi-
dence sentence of entity pair (erh,ert ). First, a set of prediction results
for the entity pair (erh,ert ) is obtained by the first stage of relation ex-
traction, and the top-k relations in the results are selected for the ev-
idence sentence extraction. Then, the representation of the sentence
Sn = log

∑
tokeni∈Sn

exp(tokeni) by applying LogSumExp pool-
ing [6, 22] on all tokens of the sentence Sn. If sentence Sn is the evi-
dence sentence of entity pair (erh,ert ), the token in Sn may be relevant
to the relation classifier and contribute more to the representation of
entities.

P (Sn | erh, ert ) = σ (SnWv [e
r
h ⊕ ert ] + bv) (9)

where ⊕ denotes splicing two vectors. Wv and bv are learnable pa-
rameters. Since an entity pair may have multiple evidence sentences,
we use the cross-entropy loss as the objective function to optimize
the model.

LEvi = −∑
h �=t

∑
Sn∈D ynP (Sn | erh, ert ) (10)

+(1− yn) log (1− P (Sn | erh, ert )) (11)

where yn = 1 indicates that sentence Sn is the evidence sentence
for entity pair (erh,ert ) for relation r.

Finally, we optimize our model using the joint optimization of the
relation extraction loss Lre and evidence extraction loss LEvi:

L = Lre + LEvi (12)

4 Relation Reordering Module for Inference

Although the extracted evidence sentences already contain all the in-
formation relevant to the relation, no system can extract evidence
perfectly without missing any sentences, and the extracted evidence
sentences may be false. Thus relying on extracted evidence alone
may miss important information in the document and lead to sub-
optimal performance. Therefore, we combine the predictions from
the original document and the extracted evidence to reorder and pre-
dict. Reordering is a significant step in improving the accuracy of
relation identification. The relational reordering model is used to re-
predict entity relations based on the evidence sentences identified by
the evidence extraction module. The purpose of the reordering step is
to refine the initial relation predictions made by the model based on
the evidence sentences. By reordering the predicted relations based
on the evidence sentences, the model can improve the accuracy of its
predictions and ensure that the final output reflects the most relevant
and accurate relationships between entities.

Especially, as shown in Figure 2, we first obtain a set of evidence
sentences generated using the entity top-k relations. Then, they are
fed into the relationship reordering model to calculate the relation-
ship probability values between entity pairs (eh,et), and the relation-
ship reordering module has the same network structure as the initial
relationship prediction module. The k sets of (eh,et,Devi) are fed
into the model for relation prediction to obtain k sets of relationship
probability values, and finally, we average these k sets of relation-
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ship probability values with the initial relationship probability values
to obtain the final relationship probability values.

5 Experiments

5.1 Experiment Setup

Datasets. The effectiveness of EIDER is evaluated on DocRED
dataset [16]. The DocRED dataset was manually annotated with
5,053 documents from the English Wikipedia, of which 1,000 were
used as the validation set and 1,000 as the test set, for a total of
132,375 entities and 56,354 relationship instances, making it the
largest manually annotated document set for relationship extraction.
At least 40.7% of the relationship instances in the DocRED dataset
need to be identified by integrating information from multiple sen-
tences in a document, so the model needs to read multiple sentences
in a document to identify entities. Therefore, the model needs to read
multiple sentences in the document to identify entities and infer the
relationship between entities by combining the information in the
document.

Baselines. LSR [9]: the model enhances inter-sentence rela-
tional reasoning by automatically inscribing potential document-
level graphs using GCNs, and proposes a graph adjustment strategy
that enables the model to progressively aggregate relevant informa-
tion for multi-hop reasoning;

GAIN [20]: this model is used to capture the interactions between
different entity referents and entity-level graphs for pooling infor-
mation about all referents of the same entity by constructing entity
referent-level graphs and proposes a path inference mechanism to
infer the relationships between entities;

BERT-base [11]: the use of BERT to encode the text, the represen-
tation of the average entity referent as the representation of the entity,
and the subsequent classification of the relationship;

E2GRE [4]: a model that for the first time includes an evidence
extraction task as a secondary task to enhance the effectiveness of
the model’s relationship extraction;

ATLOP [22]: the model proposes adaptive thresholding to solve
the multi-label problem and uses local context pooling to solve the
multi-entity problem;

Eider [13]: this model also incorporates an evidence extraction
task and incorporates evidence sentences into the reasoning process.

Evaluation Metrics. Consistent with previous studies[16], we
adopt F1 and Ign F1 as the main evaluation metrics for relation ex-
traction. Ign F1 measures the F1 score that excludes the relationship
shared between the training set and the dev/test set.

Implementation Details. The model in this paper is implemented
based on PyTorch and Huggingface’s Transformers [12], and the ex-
periments use the cased-BERT base [1] as the base encoder and the
output of BERT are mapped to 200 dimensions using MLP. In this
paper, we optimize the model using the AdamW optimizer with an
initial learning rate set to 5e-5, a batch size set to 4, and weight decay
parameter set to 1e-4. To prevent the model from starting to over-
fit as the number of training rounds increases, we use warmup and
early stopping techniques to periodically check the performance of
the model on the validation set during training, and stop the model
if the performance on the validation set To be fair, all models are
trained on a single RTXA6000 GPU. Table 1 displays the model hy-
perparameters.

Table 1. Details of hyperparameters used for DocRE task.

Hyperparameters Value

dimension 200
learning rate 5e-5

warmup−rate 0.06
Optimiser AdamW
Batch Size 4

Epoch 50

5.2 Main Results

We compare our models with both Graph-based methods and
transformer-based methods. The overall performance comparison ex-
perimental results of the framework are shown in Table 2, and the
bolded font in the table indicates the optimal results of the model.
It can be seen that the proposed framework in this paper basically
achieves the best results compared to the baseline model. E2GRE
improves the results by 5.52 only by adding the auxiliary task of
evidence extraction, which proves that the evidence extraction task
helps significantly in the document-level relationship extraction task.
Overall, the experimental results show that the proposed relationship
extraction framework based on significant entity referents and sen-
tences is effective.

The comparison to baseline models shows how the proposed
model is better than others. But the improvements over the Ei-
der model are small. Eider model is the current state-of-the-art
in document-level relationship extraction. The proposed relation-
specific entity representation method aggregates the importance of
entity mentions using an attention mechanism. And it can help to
demonstrate their awareness of the limitations of current work and
their commitment to further advancing the field of DocRE.

Table 2. Relation extraction results on DocRED.

Model Dev Test

lgnF1 F1 lgnF1 F1

LSR 52.43 59.00 56.97 59.05
GAIN 59.14 61.22 59.00 61.24

BERT-base� 53.03 54.95 52.92 54.89
E2GRE 54.91 55.38 55.22 58.72
ATLOP 59.22 61.09 59.31 61.30
Eider 60.51 62.48 60.42 62.47
Ours 60.87 62.91 60.79 62.84

� indicates that the results are reproduced in this paper.

5.3 Ablation Study

To further validate the performance of the modules in the proposed
relational abstraction model, multiple sets of ablation experiments
are conducted in this paper. In order to verify the effectiveness of the
relationship-specific entity representation module, it is removed from
the model and the relationship-specific entity representation module
is represented by IM using averaging over entity designations. To
verify the effectiveness of the proposed relation reordering in this
paper, we remove this relation reordering part and tune the initial re-
lation ordering model to the optimal one by increasing the number
of training rounds, and RR denotes the evidence extraction and re-
lation reordering module. We also explore the effect of denotational
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disambiguation by removing the HOI denotational disambiguation
step and using only the original documents for model training. The
experimental results are shown in Table 3.

Table 3. Main ablation experiment results.

Model Dev Test

lgnF1 F1 lgnF1 F1

Ours 60.87 62.91 60.79 62.84

-IM 59.56 62.91 60.79 62.84
-RR 58.36 60.39 58.28 60.25
-HOI 60.17 62.15 60.06 62.11

From Table 3, we can see that the performance of the model de-
creases by 1.3 after removing the relationship-specific entity repre-
sentation module from the model, which illustrates the effectiveness
of the relationship-specific entity representation module proposed
in this paper. Removing the relationship reordering module causes
the performance degradation of models 2.5 to 2.6, which illustrates
the effectiveness of the proposed relationship reordering module in
this paper. From the results of "-HOI", we can see that the perfor-
mance of the model decreases from 0.7 to 0.76 when using only the
original documents for relationship extraction, which indicates that
the denotational disambiguation task can bring improvement to the
document-level relationship extraction.

Finally, the relationship-specific entity representation module is
added to the BERT-base and LSR models to form two new models,
BERT-base-IM and LSR-IM, and the experimental results are shown
in Table 4. The experimental results are shown in Table 3.7. From
the results in the table, it can be seen that the proposed relationship-
specific entity representation method can be used in other models to
enhance the performance of the models by 1.1 1.38, which shows the
effectiveness of the method and can be added as a plug-in to other
models to improve the performance of the models.

Table 4. Ablation experiment results of relation representation module.

Model Dev Test

lgnF1 F1 lgnF1 F1

BERT-base 53.03 54.95 52.92 54.89
BERT-base-IM 54.19 56.05 54.07 56.01
LSR 52.43 59.00 56.97 59.05
LSR-IM 56.38 60.34 58.35 60.29

6 Conclusions

This paper addresses the fact that most existing models simply aggre-
gate entity denotations to obtain a fixed entity representation, ignor-
ing the contribution of different entity denotations to different rela-
tionships. This chapter proposes a relationship-specific entity repre-
sentation approach, which uses an attention mechanism to enable the
model to make full use of the highly relevant entity denotation infor-
mation of the relationship for relationship classification. To address
the problem that most models use all sentences in a document for
relationship prediction and that models cannot handle long-range de-
pendencies well, this chapter proposes an entity-related evidence ex-
traction task that enables the model to focus on important sentences.

The framework finally makes full use of the evidence sentences ob-
tained from the evidence extraction task and utilizes a relationship
reordering module to enhance the accuracy of the model’s final re-
lationship extraction. The experimental results show that the model
achieves better results on the DocRE dataset, and the effectiveness of
the modules in the model is verified through ablation experiments.

We propose a relation-specific entity representation method, which
aggregates the importance of entity mentions using an attention
mechanism, and passes it through a bilinear network for relation pre-
diction. Overall, the approach taken by the proposed model addresses
the problem of different entity referents having different semantics
by generating relation-specific entity representations that capture the
context of each entity mention in relation to the specific relation be-
ing predicted. And it can help to demonstrate their awareness of the
limitations of current work and their commitment to further advanc-
ing the field of DocRE.
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