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Abstract. One of the main challenges in machine learning is pro-
viding understandable explanations for complex models. Despite
outperforming humans in many tasks, machine learning models are
often treated as black boxes that are difficult to interpret. Post-hoc ex-
planation methods have been developed to create interpretable surro-
gate models that explain the behavior of black-box models. However,
these methods have been shown to perpetuate bad practices and lack
stability. Recently, inherent explainable approaches have been pro-
posed to provide built-in explainability to models. However, most
of these methods sacrifice performance. This paper proposes the
Neural Architecture Search for Explainable Networks (NASXNet)
approach to address the trade-off between performance and inter-
pretability. Our method applies architecture search to generate high-
performance and explainable neural networks for image classifica-
tion tasks. We conduct experiments on four datasets: CUB-200-2011,
Stanford Cars, CIFAR 10, and CIFAR 100. The results demonstrate
that our models provide a high-level interpretation of prediction re-
sults, achieving state-of-the-art performance that is on par with non-
explainable models. This paper contributes by solving the trade-off
problem between performance and interpretability. It is the first to
apply neural architecture search to develop explainable deep learn-
ing models, generating state-of-the-art explainable models that out-
perform existing approaches. Additionally, a new training process is
proposed that enables faster convergence during model training.

1 Introduction

Deep learning has been successful in many applications, significantly
impacting human lives. However, most deep learning models are
black boxes that lack transparency and do not explain their results in
a human-understandable way. This lack of accountability and trans-
parency has the potential to cause reliability issues and severe con-
sequences [31]. Therefore, explaining the deep learning model has
become increasingly important.

Prior work in image processing problems has focused primarily on
improving accuracy. Since the groundbreaking success of AlexNet
[16] in the 2012 ImageNet Large Scale Visual Recognition Chal-
lenge (ILSVRC) [32], increasingly complex deep learning models
have been proposed. For instance, the VGG-16 [36], a powerful con-
volutional neural network (CNN), comprises more than 130 million
parameters, while ResNet-152 [9] consists of 60 million parameters.

Designing a good deep learning model requires substantial time
and resources during the trial-and-error process due to the complex-
ity involved. To automate the architecture engineering process, Neu-
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ral Architecture Search (NAS) methods [10] have been proposed.
Recent NAS methods have achieved state-of-the-art results and out-
performed handcrafted deep learning models in many tasks, such as
image classification [44, 24, 40], image segmentation [21], and lan-
guage modeling [11, 13]. However, deep learning models still lack
transparency and interpretability, limiting their application in many
critical decision-making tasks. The European Union’s General Data
Protection Regulation requires the "right to an explanation" for al-
gorithms in individual decision-making, underscoring the urgency of
transparency and interpretability in machine learning [8].

To better understand how deep learning models make predictions,
post-hoc methods have been proposed. These methods aim to fit
an explanation to the black-box models. Examples of deep learning
post-hoc methods include deconvolution [42], activation maximiza-
tion [35], and saliency visualization [34, 38]. However, these meth-
ods cannot explain the reasoning process and why the model makes
such predictions. Since the explanations are not based on real reason-
ing processes, they can sometimes be unreliable and misleading.

To address these problems in post-hoc methods, built-in proto-
types methods have been proposed [4, 27, 5, 33]. This method mim-
ics how humans identify objects. For example, when we describe
why an image looks like a clay-colored sparrow, we compare the
bird’s wing and head with some prototypical clay-colored sparrow
images. Adding the prototype layers to models can provide built-in
interpretability about the reasoning process. However, this method
can sacrifice performance in many image classification tasks, mak-
ing it difficult to achieve state-of-the-art results.

This work proposes the Neural Architecture Search for Ex-
plainable Networks (NASXNet) architecture, which generates high-
performance and explainable models for image classification tasks.
The motivation is to obtain high-performance and interpretable mod-
els, addressing two research problems.

Problem 1: How to improve the performance of explainable mod-
els? Some methods create built-in explainable models by adding
prototype layers to existing neural networks. They do not redesign
the prototype’s backbone or feature extraction neural networks. In
most cases, the decrease in performance is because the backbone
network cannot effectively extract proper features for the prototype
layer. Thus, this work proposes applying a NAS method to search for
new convolutional neural networks (CNNs) to perform the feature
extraction for the prototype layers.

Problem 2: How to maintain interpretability and reduce training
complexity? By adding the NAS method, the model needs to learn
both the neural architecture and prototypes at the same time, making
it difficult to train. This work proposes dividing the training process
into three stages and a self-adjustment for the number of prototypes
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Figure 1: NASXNet prediction example for CUB-200-2011. The model would do self-adjust during training. When making predictions, each
patch of the image would calculate the similarity scores with the prototypes which are auto-generated during the training. The similarity scores
would pass to the linear layer to calculate the final prediction result. The sample shows the parches and prototypes of the top 4 similarity
scores.

for each class, allowing the model to automatically learn the proto-
type distribution.

By addressing these problems, the proposed NASXNet can obtain
state-of-the-art performance and a high level of interpretability. The
contributions of this paper are threefold:

• To the best of the authors’ knowledge, this is the first applica-
tion of neural architecture to search for explainable deep learning
models.

• The method can generate a state-of-the-art explainable model that
outperforms existing approaches.

• A novel training process for the explainable model is proposed to
enable faster convergence during training.

In the following sections, the related work of neural architecture
search and prototypical network is introduced. Next, the architec-
ture and training method are presented. The experiments and re-
sults are analyzed. Finally, the limitations and future improvement
of NASXNet are discussed.

2 Related Work

We first do a brief review on current NAS works in image classifica-
tion and then introduce current explanation methods, which can be
divided into two categories, one is the post-hoc explanation [17, 25],
another is the inherent explanation [20, 12, 5].

Neural Architecture Search. NAS achieves promising results in
various deep learning tasks [7, 26]. It automates the architecture en-
gineering process of neural networks. The NAS problem can be for-
mally defined as follows. Given a search space A, the target of our
algorithm is to search the optimal neural network architecture α ∈ A

which minimizes the validation loss Lval. It can be written as:

minα Lval(w
∗(α), α),

s.t. w∗(α) = argminw Ltrain(w,α),
(1)

where w∗ denotes the optimal parameters learned for the architecture
in the training set. This is a bilevel optimization problem.

Direct computation of the gradient of Lval is almost impossible
due to the high dimensionality of the model parameters w. Thus
we calculate the validation loss by following approximation scheme
[23]:

∇αLval(w
∗(α), α) ≈

∇αLval(w − ξ∇wLtrain(w,α), α).
(2)

Prior works mostly belongs to reinforcement learning category
[2, 44, 45] and evolutionary algorithm category [37, 22, 29]. Due
to the expensive cost of these methods, various works have been pro-
posed to reduce the search costs [6, 28, 41]. DARTS [23, 43] is a dif-
ferentiable architecture search method which relax the discrete neu-
ral architecture search problem to a continuous one and solve it by
gradient descent, i.e., for each operation o(·) in the operation set O,
we can relax the choice of a particular operation to a softmax:

ō(i,j)(x) =
∑
o∈O

exp(α
(i,j)
o )∑

o′∈O exp(α
(i,j)

o′ )
o(x), (3)

where α(i,j) is the operation of mixing weights for a pair of nodes
(i, j). DARTS allows us to search for high-performance neural net-
works much faster than discrete search methods. Though NAS can
generate state-of-the-art deep learning models which outperform
handcrafted models, these generated models are still black boxes.

Post-hoc Explanation. Post-hoc explanations of black-box mod-
els are widely used for complex models such as deep neural net-
works. Many methods have been proposed [25, 30] recently. The
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Figure 2: NASXNet Architecture. It consists of a Feature Extraction Network and Classification Layers. Classification layers contain two paths,
one is the auxiliary (traditional) classification path, another is the prototype classification path. In the first stage of training, we only use the
auxiliary classification path. In the second stage of training, the both auxiliary classification path and prototype classification path would be
activated. In the third stage of training, we only use the prototype classification path to do the final model fine-tuning.

basic idea of post-hoc approaches is to build a surrogate model to
explain the behavior of the original one. Based on the scope of
approximation, they can be divided into local and global explana-
tions methods. For instance, some local explanation methods com-
pute saliency maps to capture feature importance for an individual
prediction by computing gradient with respect to the input [35, 38],
some global methods provide an explainable model to summarize the
whole black box [19, 3]. However, recent works on post-hoc expla-
nations show that black-box explanations can be unstable and unre-
liable [1, 18, 31].

Inherent Explanation. Since post-hoc approaches cannot explain
the original model precisely [31], build-in interpretability is impor-
tant. Recent works of [4, 27] define a new form of interpretability for
image processing and sequence learning. The basic idea is inspired
by the way humans describe their thinking in classification tasks.

ProtoPNet [4] compares image parts to learned prototypes and
based on the similarity to classify the class of the new example. The
model first extracts several parts of an image and then calculates each
part’s similarity scores to the prototypes. Thus, the model can inter-
pret how they classify the image based on the classes of the proto-
types.

The ProtoPNet consists of three components, the convolutional
network f , the prototype layer gP , and the fully connected layer
h. The convolutional network uses convolutional layers from pre-
trained models such as ResNet-34, VGG-16, VGG-19, DenseNet-
121. Given an input image x, the convolutional network extracts use-
ful features z = f(x), whose shape is H ×W ×D. The prototype
layer learns m prototypes P = {pj}mj=1. Each prototype represents
a prototypical part of an image in one class. Its shape is H1×W1×D,
where H1 < H , W1 < W . Given an extracted feature z, the pro-
totype layer would calculate the square L2 distance between each
prototype pj with all patches in z. Then the distance would convert

to the similarity between z and prototype pj . The similarity score
represents how similar the image is to the prototype. The number of
prototypes mk for each class k ∈ 1, ...,K is pre-determined. Lastly,
the fully connected layer would calculate the output logits based on
the similarity scores.

Though ProtoPNet can provide a new level of build-in inter-
pretability for image classification, it cannot achieve state-of-the-
art results in many tasks. Our NASXNet method would solve this
problem by searching for a new convolutional network for prototype
feature extraction and allowing self-adjustment of the prototypes’
distribution. It can achieve better performance without losing inter-
pretability.

3 Method

In this section, we first introduce our architecture and key compo-
nents. Then we show our training algorithm and loss function. Fi-
nally, we describe the method and implementation details of each
component.

3.1 Overall Architecture

Our NASXNet architecture can be divided into two parts, feature
extraction and classification. Feature extraction is a neural network
generated by our NAS method. The classification part contains two
paths, one is the auxiliary (traditional) classification path, another is
the prototype classification path. The whole architecture is shown in
Figure 2.

The feature extraction network extracts image patch features to
compare with prototypes. The auxiliary classification path is only
used in our training process’s first and second stages. It helps the
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NAS algorithm to adapt to the classification task and generate high-
quality architecture more efficiently. The prototype layer contains m
prototypes, which are automatically learned from training data. For
each instance, we calculate the similarity scores to the prototypes and
based on the scores to classify the instance. This path would be used
in the second and third stages of the training process.

After the architecture search, we would report the best-performing
architecture. Thus we could obtain our final feature extraction net-
work. Then we retrain and evaluate the final explainable network.
Since we do not need to do NAS in the generated explainable net-
work, this final model only needs to apply the second and third stage
training.

3.2 Training Process

Our training process consists of three stages: (1) Architecture search
adaptation. (2) Joint training of the auxiliary classification and proto-
type classification paths. (3) Fine-tuning the final model. We would
first apply the three-stage training process to obtain the feature ex-
traction neural network. Then we fix the feature extraction network
with the best architecture generated by NAS and retrain the final
model. When retraining the final model, it does not need the adapta-
tion stage.

NAS Adaptation. At the beginning of the training process, we
need to warm up the architecture search. In this stage, the prototype
layers are not used. We only train the feature extraction network and
auxiliary layer. This stage would help our architecture search algo-
rithm converge faster and generate reasonable architectures.

Joint training. After the NAS adaptation stage, we would add the
prototype layers to the training process. We joint train feature extrac-
tion network and two classification paths in this stage. The output
of the final prediction is the weighted sum of the auxiliary layer and
prototype layer output. This joint training stage would allow the pro-
totype layer to make the classification based on the prototype sim-
ilarity scores and let the architecture search algorithm start to learn
architecture that is helpful to prototype feature extraction.

Fine-tuning. The final fine-tuning stage only trains the feature ex-
traction network and prototype layers. The auxiliary classification
path is removed. In this stage, our prediction only relies on the pro-
totype similarity scores. This allows the algorithm to fine-tune the
feature extraction network architecture and prototypes.

3.3 Loss Function

In the NAS adaptation stage, our goal is to learn an initial feature
extraction network. The training loss is

Ltrain =
1

n

n∑
i=1

CrsEnt(h1 ◦ f(xi),yi), (4)

where CrsEnt represents cross entropy loss, h1 is the auxiliary clas-
sification layer, f is feature extraction network, xi is the i-th input
image, yi is i-th label. The validation loss optimization is based on
Equation (1).

In the joint training stage, we would combine the prototype clas-
sification path with auxiliary classification path. Thus the loss would

be

Ltrain =
1

n

n∑
i=1

CrsEnt(h ◦ gp ◦ f(xi),yi)

+ λ1
1

n

n∑
i=1

CrsEnt(h1 ◦ f(xi),yi)

+ λ2Sep,

(5)

where gp is the prototype layer, h is the linear layer, Sep is defined
by

Sep = − 1

n

n∑
i=1

min
j:j �=i

‖pi − pj‖22. (6)

The separation cost (Sep) encourages the model to obtain more vari-
ous prototypes.

In the fine-tuning stage, the auxiliary path is removed, we only
need to consider the prototype classification output, so the loss is:

Ltrain =
1

n

n∑
i=1

CrsEnt(h ◦ gp ◦ f(xi),yi) + λ2Sep. (7)

These losses could help our model to focus on different parts at each
stage. Such that the training could converge faster.

3.4 Architecture Search

To generate feature extraction networks efficiently, we apply a differ-
entiable NAS method to search for the neural architecture. We opti-
mize the cell structures which are stacked to define full network ar-
chitecture. Following the same setting of DARTS, we search for two
types of cells, i.e., normal cell and reduction cell. Each cell contains
two input nodes, one output node and a set of intermediate nodes.
Each node in the cell represents a feature map x(j). The operation
for each node can be chose by computing the a mixture of candi-

date operations, i.e., x(j) =
∑

i<j

∑
o∈O

exp(αi,j
o )

∑
o′∈O exp(α

i,j

o′ )
o(x(i)),

where x(i) are the predecessor nodes, O denotes the set of candi-
date operations, e.g., 3 × 3 convolution, 3 × 3 max pooling, skip
connection, etc. Then we can optimize both the weight of the neu-
ral network and architecture parameters alternatively by gradient de-
scent. Finally the operations are selected based on the weighting fac-

tor exp(αi,j
o )

∑
o′∈O exp(α

i,j

o′ )
.

However, DARTS can be unstable and fail in some cases. Thus, we
apply the adaptive DARTS algorithm in work [43], i.e., whenever the
dominant eigenvalue in DARTS starts increasing rapidly, we increase
the regularization strength.

3.5 Learning Prototypes

At the beginning of the training, we first randomly initialize each
prototype. Then we divide the prototypes pi into K groups G =
{Gj}Kj=1. Each group belongs to one class. We initialize the weight
matrix W of last linear layer h as follows:

wi,j =

{
1 if pi ∈ Gj

−0.5 if pi �∈ Gj

. (8)

For every t epochs of training, we project the nearest latent patch
of images into the prototype pj , such that pj can be viewed as a
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Table 1: Classification results comparison. We apply the non-explainable methods as backbones in ProtoPNet. Though a better backbone can
help increase the ProtoPNet performance, the backbones are not designed for prototype extraction. There is still a significant performance
gap between non-explainable methods and explainable methods. Our NASXNet could re-design the backbone specifically for the prototype
network. Thus it could achieve higher performance with a smaller model size.

Model Type #Params
Accuracy (%)

CIFAR-10 CIFAR-100 CUB-200-2011 Stanford Cars

VGG-19 Non-Explainable 144M 93.56 ± 0.25 70.48 ± 0.23 75.14 ± 0.37 85.90 ± 0.32
ResNet-101 Non-Explainable 44.5M 93.75 ± 0.22 74.41 ± 0.31 81.50 ± 0.29 90.21 ± 0.30

EfficientNet-B6 Non-Explainable 43M 98.03 ± 0.22 87.21 ± 0.31 83.32 ± 0.29 93.13 ± 0.30

ProtoPNet + VGG-19 Explainable 138M 92.99 ± 0.15 69.80 ± 0.11 78.03 ± 0.22 86.10 ± 0.25
ProtoPNet + ResNet-101 Explainable 45M 93.88 ± 0.24 68.87 ± 0.18 77.32 ± 0.33 86.85 ± 0.37

ProtoPNet + EfficientNet-B6 Explainable 44M 95.88 ± 0.31 74.93 ± 0.13 79.25 ± 0.43 88.98 ± 0.22
NASXNet Explainable 30M 97.13 ± 0.23 75.10 ± 0.23 82.42 ± 0.35 91.24 ± 0.26

Figure 3: NASXNet prediction example for Stanford Cars. The left
part is the input image and top four activation maps. The right part is
the corresponding activation maps and images of the prototypes with
the highest similarity score.

prototype of the class that image belongs to. Mathematically, we per-
form following update for each prototype pj :

pj ← argminz∈Zi
‖z− pj‖2,

where Zi = {z : z ∈ patches(f(xi))}.
(9)

Unlike ProtoPNet, we allow a global update of the prototype pro-
jection, thus the model can automatically adjust the number of proto-
types for each class. We can easily prove that the projection operation
of prototypes has a limited effect on the accuracy of the models.

Theorem 1. Let pk
l be the nearest latent patch of class k, bk

l be the
value of the l-th prototype for class k before projection, ak

l be the
value after the projection with the nearest patch in the same class, al

be the value after the projection with the global nearest patch. If we
project the global nearest patch to the prototypes, then the change of
top-2 classes Δtop2 ≤ 2Δmax

Proof. Suppose after project prototypes to their nearest patch of the
same class pk

l , the output logit for every incorrect classes can in-
crease at most by Δmax = m′ log((1 + δ)(2 − δ)), and the output

Figure 4: Training process comparison on CIFAR-10. In NASXNet,
epoch 1 to epoch 5 is the NAS adaptation stage, epoch 6 to 45 is the
joint training stage, epoch 46 to 50 is the fine-tuning stage. For di-
rect training, there is no adaptation stage and auxiliary joint training
stage.

logit for the correct class can decreased at most by Δmax. The proof
can be referred to the Theorem 2.1 in [4].

Then since al is the projection with global nearest path, we have
‖al − bk

l ‖2 ≤ ‖ak
l − bk

l ‖2. Thus if we project the global nearest
patch to the prototypes, the change of top-2 classes Δtop2 ≤ 2Δmax.
It means if the output logits between the top-2 classes are at least
2Δmax apart, the projection would not change the prediction result.

Intuitively speaking, the global update of the prototype projection
would have less effect on the model’s accuracy. Moreover, if the pro-
totype projection does not change the prototypes by much, the pre-
diction results would not change. We would periodically project the
image patches to the prototypes during the training. The correspond-
ing image patches and images would be saved to visualize and inter-
pret the prediction results.

4 Experiments

In this section, we evaluate NASXNet for image classification tasks.
First, we analyze performance on four popular image classification
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Figure 5: Generated architecture comparison in CIFAR-10. The first line cell structures are the architectures generated with traditional classifi-
cation layers. The structures in the second line are generated by our NASXNet which contains explainable prototype layers.

datasets, i.e., CIFAR-10, CIFAR-100, CUB-200-2011 and Stanford
Cars datasets [15, 39, 14]. Then we visualize prediction results and
conduct interpretability analysis on the CUB-200-2011. Last, we
show the generated feature extraction network architecture of our ap-
proach.

4.1 Setup & Visualization

In our experiments, we used the NVIDIA TITAN RTX 24G GPU and
followed the same settings as in [4], where we set the prototype shape
as H1 = W1 = 1, the input image would be transformed to make
sure the dimensions of the embedding are aligned. Additionally, we
used the following values for our loss function: λ1 = 0.8 and λ2 =
0.001.

During the prototype projection phase, we obtain the proto-image
for each prototype pj . To get the patch of the proto-image that cor-
responds to pj , we analyze the pixels of the image that were most
activated when passing through NASXNet. This helps us visualize
pj as the minimal rectangular patch of the proto-image x that en-
closes 95% of the activation values in the map.

To visualize the activation maps of patches for the input image,
we analyze the similarity scores between the input patches and pro-
totypes. This allows us to see how the model classifies the image.
By analyzing the similarity scores between the input patches and
prototypes, we can gain insights into how the model is making its
predictions.

4.2 Performance Analysis

In our study, we compared the performance of NASXNet with
several black-box models, including VGG-10, ResNet-101, and
EfficientNet-B6, as well as the explainable model ProtoPNet with
different backbones. The feature extraction network is stacked with
the best cell structures searched from CIFAR-10. We presented the
accuracy results on four datasets in Table 1.

From the results, we observed that ProtoPNet’s performance in
some datasets could be improved by using a higher-performance

backbone. However, we also found a significant performance gap
compared to the corresponding non-explainable method. Therefore,
we proposed NASXNet that generates smaller and higher-performing
explainable models by designing a new architecture specifically for
the prototype feature extraction. The accuracy has a significant im-
provement by using our NASXNet framework.

In addition, we analyzed how the three-stage training process
works in NASXNet. We removed the NAS adaptation and joint train-
ing stages and directly trained the NAS and prototype layer. In Fig-
ure 4, we can see that without adaptation and joint training, the model
cannot converge and cannot search for a proper neural architecture
for the prototype layer. The three-stage training process, which we
proposed, enables faster convergence during training and helps the
model to automatically learn the prototype distribution.

4.3 Interpretability Analysis

In our proposed method, we set the number of prototypes as 10×K,
where K is the number of classes in the dataset. This means that the
average number of prototypes per class is 10. The prototype layer
generates similarity scores for each prediction result with the pro-
totypes, allowing us to obtain highly activated prototypes based on
these scores. By visualizing the activation map in the prototypes and
the original image, we can easily understand how the deep learning
model classifies the instance.

For instance, Figure 1 shows a prediction example in CUB-200-
2011, while Figure 3 shows a visualization example in Stanford Cars.
We select the four prototypes with the highest score for a prediction
and visualize them as training image patches.

However, we have noticed that there are many duplicated proto-
types in ProtoPNet, e.g., the first and second prototypes in the exam-
ple shown in Figure 6. This is because the cluster cost in ProtoPNet
tends to select similar prototypes in the same class. To avoid this
problem, we have added a new separation cost between any two pro-
totypes.

This new separation cost is a novel element we have introduced in
our method. It allows for more flexible adjustment in the number of
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(a) Top four prototypes in ProtoPNet

(b) Top four prototypes in NASXNet

Figure 6: Prototypes for the same class that generated by ProtoPNet
and NASXNet. ProtoPNet would generate many duplicated proto-
types. Our new loss function in NASXNet could reduce the dupli-
cated prototypes, thus including more various prototypes in the pro-
totype set.

prototypes between different classes, guiding the model to search for
more diverse prototypes. By avoiding duplicated prototypes, we can
expect a more accurate and robust performance from our models.

Our approach to prototype selection is a critical aspect of our
method, as it allows us to gain insights into how the deep learning
model makes its predictions. By visualizing the activation maps of
patches for the input image, we can analyze the similarity scores be-
tween the input patches and prototypes, gaining valuable insights into
how the model classifies the image.

4.4 Generated Architectures

The results presented in Table 1 demonstrate the effectiveness of our
method, which generates smaller models with better performance.
Our approach optimizes the feature extraction network architecture
by jointly training the NAS with the prototype layers, resulting in a
more suitable prototype feature extraction. In comparison to the best-
performing architectures of DARTS, the architectures generated by
our NASXNet are different from the original ones. This indicates that
the architecture has been adjusted to fit the prototype classification.

To provide a more in-depth understanding of our approach, we
show the normal cell and reduction cell structures of the best model
in CIFAR-10 in Figure 5. These structures were carefully designed
to enhance the performance of our approach, and we believe that
the newly designed architecture would also contribute to the field of
prototype classification.

5 Conclusion

Interpretability is a critical factor in many areas and applications that
employ deep learning models. ProtoPNet has proposed adding pro-
totype layers to interpret image classification predictions. However,
there remains a significant performance gap between explainable
models and state-of-the-art models, with built-in explainable mod-
els often suffering from low-performance issues. This is where our
NASXNet comes in, providing a way to obtain an explainable and
high-performing deep learning model.

To achieve this, we propose a new loss function and search for a
feature extraction network that can properly utilize prototypes. Our
method also proposes a new training architecture to obtain efficient
and high-performance explainable models. These contributions are

significant in that our proposed NASXNet can provide both inher-
ent interpretability and state-of-the-art results. Thus, we show that
there might not necessarily be a trade-off between performance and
interpretability.

However, we do acknowledge that while prototype layers provide
a level of interpretability, the inference process of the feature extrac-
tion network is still difficult to understand. As such, in future re-
search, we may focus on interpreting the feature extraction network
to gain a better understanding of how it works and obtain a fully ex-
plainable deep neural network. In summary, our work demonstrates
the importance of interpretability in deep learning models and pro-
vides a promising path towards achieving both interpretability and
high-performance in deep learning applications.
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