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Abstract. Directed evolution is a widely-used strategy of protein
engineering to improve protein function via mimicking natural mu-
tation and selection. Machine learning-assisted directed evolution
(MLDE) approaches aim to learn a fitness predictor, thereby effi-
ciently searching for optimal mutants within the vast combinatorial
mutation space. Since annotating mutants is both costly and labor-
intensive, how to efficiently sample and utilize informative protein
mutants to train the predictor is a critical problem in MLDE. Previous
MLDE works just simply utilized pre-trained protein language mod-
els (PPLMs) for sampling without tailoring to the specific target pro-
tein of interest, which has not fully exploited the potential of PPLMs.
In this work, we propose a novel method, the Actively-Finetuned
Protein language model for Directed Evolution(AFP-DE), which
leverages PPLMs to actively sample and fine-tune themselves, con-
tinuously improving the model’s sampling and overall performance
through iterations, to achieve efficient directed protein evolution. Ex-
tensive experiments have shown the effectiveness of our method in
generating optimal mutants with minimal annotation effort, outper-
forming previous works even with fewer annotated mutants, making
it budget-friendly for biological experiments.

1 Introduction

Deep learning has been widely applied to protein-related studies, in-
cluding 3D structure prediction [8], function annotation [30], amino
acid sequence generation, and protein design [1]. Among these stud-
ies, one challenging task is to obtain a protein that possesses the
desired functions (or fitness in a biological expression), such as its
expression level or catalytic activity. Due to the huge space of pro-
tein sequences and the costly biochemical experiments, it is infea-
sible to brute-force search for a protein with the highest fitness. To
perform this task, researchers from biological science often rely on
the technology of directed evolution (DE), which mimics the natural
mutation and selection process [12].

Directed evolution [26, 22, 2] was awarded the Nobel Prize in
Chemistry in 2018. As a fundamental approach in protein engineer-
ing, DE has been widely used in biological laboratories and the in-
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Figure 1: The paradigm of the machine learning-assisted directed
evolution method.

dustrial development of protein products, such as enzymes and anti-
body, and thus attracted great research interest. General DE works by
optimizing an existing wild-type protein, via mutating amino acids at
some key sites while selecting high-fitness mutants [12]. Intuitively,
DE aims to find the global optimum from a combinatorial space of
protein mutants. That is, there are twenty different types of amino
acid candidates for each mutation site and in total 20n for the n mu-
tation sites of a protein. This vast combinatorial space with sparse
functioning sequences poses a great challenge to the traditional DE
methods, which mainly rely on biological experiments. DE is still a
formidable task due to the vast combinatorial space and the complex
landscape of protein sequence-fitness mapping.

To efficiently explore such a combinatorial space, recently many
researchers have tried machine learning-assisted directed evolution
(MLDE) methods [32]. These methods usually consist of two stages:
exploration and exploitation (see Figure 1). In the exploration stage,
one aims to collect some informative samples from the whole com-
binatorial mutation space for training the sequence-fitness prediction
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model as a cheap surrogate of the expensive oracle; while in the ex-
ploitation stage, one aims to predict the global landscape of fitness
values, such that mutants with high fitness can be screened. Since
biological experiments are expensive and time-consuming, how to
select more informative mutant samples for model training is a key
problem in MLDE.

Protein language models are typically pre-trained on large-scale,
unlabeled protein sequence data. The learned latent semantic knowl-
edge allows for applying PPLMs to protein sampling and down-
stream property prediction tasks. However, existing MLDE methods
have not fully utilized the potential of PPLMs. Specifically, previous
works still simply use protein language models for sampling based
on masking mechanisms [27] or only take PPLMs as an encoder to
provide protein embeddings that assist in sampling[14, 15]. How-
ever, directly employing pre-trained PPLMs for mutant sampling is
suboptimal, as they are trained on general protein databases and are
not tailored to the specific target protein of interest. Therefore, how
to efficiently fine-tune PPLMs on the target protein, and then achieve
cost-effective and efficient directed protein evolution, is practically
important but has not been fully explored.

To fill these gaps, we propose an actively-finetuned protein model
for directed evolution (AFP-DE), which leverages PPLMs to actively
sample and fine-tune itself, continuously improving the model’s pre-
dictive performance through iterations, to achieve budget-friendly
and efficient directed protein evolution. as shown in Figure 2, which
includes the following three stages:

(1) Exploration. We employ a PPLM as the sampler to screen the
informative mutants. Specifically, given a target protein sequence,
we first mask the potential mutation sites and employ the PPLM to
predict the probability distribution of masked tokens. We then use the
metric of optimal transport distance to actively sample a small batch
of informative mutants whose distribution is similar to the predicted
distribution of masks at mutation positions and maintain sufficient
diversity between each round.

(2) Exploitation. We send the screened samples to the oracle (i.e.,
biological fitness experiments) for annotation, and then use them to
train a fitness predictor with a regression loss. The predictor is com-
posed of the PPLM inherited from the previous stage and a multi-
layer perceptron (MLP), where the former plays as a sequence fea-
ture extractor and the latter is a prediction head.

(3) Refinement. We select a large number of predicted high-fitness
mutants to refine the PPLM sampler with self-supervised learning
(i.e., masked token prediction).

It is worth noting that we iteratively conduct the exploration-
exploitation-refinement procedure such that the optimized PPLM can
be gradually adapted from the general protein domain to the specific
protein of interest, steadily improving the fitness prediction perfor-
mance. We conduct in silico evolution experiments on the GB1 [28]
and PhoQ [13] protein datasets and a biological wet experiment on
the protein CNFRS [33]. The results show that our method outper-
forms the previous works even with fewer mutant samples.

The contributions of this paper are summarized as follows:

• We propose to actively finetune a pre-trained protein model for di-
rect evolution, which is a budget-friendly method to tailor a PPLM
to a specific target protein of interest.

• We propose to use a pre-trained model as the sampler and design
an optimal transport distance-based sampling strategy to identify
informative mutants that are both representative and diverse.

• We conduct extensive experiments showing that we can find the
desired mutant with fewer annotated training data than state-of-
the-art baselines.

Figure 2: The framework of the proposed AFP-DE method. Starting
from a target protein with masked mutation sites, a pre-trained pro-
tein language model is utilized to sample informative mutants based
on optimal transport distance (OTD). Those sampled mutants are
annotated and used to train a fitness predictor. The predicted high-
fitness mutants are then used to refine the pre-trained model. We iter-
atively implement the above procedures M rounds depending on the
maximum sampling number.

2 Related Works

Machine Learning-assisted Directed Evolution With the suc-
cess of machine learning in modeling complex functions in computer
vision and natural languages, researchers have tried some machine
learning methods to assist the directed evolution of proteins, allowing
in silico screening of all mutant candidates [32]. As a typical black-
box optimization problem, directed evolution has often been tack-
led in an exploration-exploitation framework, similar to Bayesian
optimization. During exploration, Qiu et al. [14] developed a hier-
archical clustering method to sample informative mutants and fur-
ther designed multiple evolutionary scores to enhance the initial sam-
pling [15]. Yuan et al. [34] developed a Thompson sampling method
for sequence optimization, with a simple Bayesian linear model. As
for exploitation, the screened samples are annotated and used to train
a machine-learning model for fitness prediction. The trained model
evaluates the fitness of all mutant candidates and keeps those with
high predicted fitness values. Recently, Wittman et al. [27] system-
atically examined the usefulness of three protein-encoding strategies
(one-hot, physiochemical, and learned embeddings), and 22 fitness
prediction models including XGBoost, 1D convolutional network,
and Long Short-Term Memory. They have also shown that the zero-
shot prediction of the PPLM-based mask-filling protocol has a rela-
tively high correlation with true fitness.

However, the above methods need to empirically predefine the
number of samples, e.g., 384 in CLADE [14]. A small sampling size
may be insufficient to train a robust fitness predictor, while a large
one can result in excessive costs for annotating mutants. Moreover,
all of them have not considered the diversity of selected data, which
lead to the sampling strategy inefficiently. To alleviate these prob-
lems, we propose to use an active finetuning method with PPLM to
sample the informative mutants.

Pre-trained Protein Language Model As pre-trained language
models have been proven effective in natural language process-
ing [4], researchers try to extend such models to proteins. Rives et
al. [20] firstly explored whether the Transformer architecture can
be used to deal with proteins and find that the features learned by
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PPLMs contribute to the structure prediction performance. To fig-
ure out why PPLMs work, Vig et al. [25] focused on reconciling
attention with known protein properties and found that different lay-
ers can capture different structural information. To incorporate co-
evolutionary signals from Multiple Sequence Alignment (MSA), Rao
et al. [18] developed the MSA-Transformer and showed that ho-
mologous protein sequences can provide conformational information
and promote contact prediction performance. Zhang et al. [35] in-
troduced a Co-evolution Transformer that considers the relationship
between MSAs and the target protein and mitigates the influence of
non-homologous information. Both models mine co-evolutionary in-
formation from homologous protein sequences which have similar
amino acid sequences and achieve promising performance.

Previous studies have mainly addressed both unsupervised pre-
training and supervised finetuning, but little attention has been given
to leveraging the available annotation budget for finetuning. Besides,
in practical applications of protein engineering, considering the lim-
ited budget for annotating mutants, the problem of which mutant
protein should be prioritized for annotation is a common issue. To
address these gaps, this paper proposes an actively-finetuned protein
model for the directed evolution method. By actively sampling with
a PPLM and finetuning the PPLM itself during the iterative process,
the method achieves more cost-effective and efficient directed pro-
tein evolution.

3 Problem Formulation

Machine Learning-assisted Directed Evolution Generally, a
protein is made up of a sequence of amino acid tokens, i.e.,
S = {s1, . . . , sN} ∈ S, where each token is one of the 20 types of
amino acids, N is the sequence length and S is the combinatorial
space which refers to all possible mutants at multiple positions. Di-
rected evolution is formulated as a black-box optimization task to
identify the optimal amino acid sequence S∗ with the highest fitness
in the combinatorial space,

S∗ = argmax
S∈S

F(S), (1)

where F : S → R is the sequence-fitness predictor function. Various
machine learning models have been developed to approximate this
function F , as described in Section 2.

The major technical challenge comes from the fact that the combi-
natorial space of n (n < N ) mutational sites for the target protein S
has 20n unique sequences, preventing brute-force searching the opti-
mal mutant. To search for the global optimum, mutations are sequen-
tially queried by an oracle (i.e., biological fitness experiments). The
financial costs of biological experiments require an efficient query
strategy such that the global optimal sequence can be identified with
the least effort. Mathematically, we aim to learn F(·) with the least
annotated data.

Active Finetuning We formally formulate the active finetuning
mechanism of a pre-trained model. There is a pre-trained model Gθ :
S → R

C , with the parameters θ, where S is the input sequence data
space and R

C is the normalized high-dimensional embedding space.
There is also a large unlabeled dataset Su = {S(i)}i∈[Nu], where Nu

is the combinatorial mutation space size in the MLDE task. Active
finetuning first selects informative data from Su through a sampling
strategy, leading to an annotated subset Ŝ = {Ŝ(i)}i∈[Nc], where Nc

is the annotation budget size. Then Gθ is finetuned on Ŝ in a super-
vised manner. The above steps can be iteratively executed to update
the model parameters θ until optimal performance is achieved.

4 Methodology

4.1 Sampling Informative Mutants

A key problem in MLDE is how to select the most informative
mutant samples for annotating and training. Here we present a
pretraining-based sampler with optimal transport distance (OTD),
which utilizes the mask-filling protocol of PPLM and the OTD of
intra-group and inter-group candidates.

Mask-Filling Protocol PPLMs are often trained with a protocol of
masked-token prediction [4]. That is, given a protein sequence with
the masks at some positions, we can obtain the probability distribu-
tion of each masked amino acid. Specifically, we first replace the n
expert-chosen mutation sites with [MASK] symbols, and the protein
sequence can be represented as

S′ = [s1, . . . ,[MASK]j , . . . ,[MASK]n, . . . , sN ] . (2)

We use a PPLM G to predict the masked tokens from the amino acid
vocabulary V . The probability of [MASK]j as an amino acid v ∈ V
is calculated as

p(v|hj) =
exp(v�hj)∑

vt∈V exp(v�
t hj)

, (3)

where v is the embedding of the amino acid v and hj is the contex-
tualized embedding of [MASK]j . For each masked token, we select
c amino acids as samples, so that the combination of selected amino
acids at multiple positions can be adequately informative. We next
introduce how to select the c samples per mask from V based on
Eq. (3). To ensure the selected samples are informative enough, we
emphasize two aspects: representativeness and diversity.

Intra-group Representativeness In this paper, we include 20 nat-
ural amino acids in our candidate set V . The sampling procedure re-
quires selecting c amino acids as a subset Vi for each masked muta-
tion site, in which each element is coupled with an embedding hj and
its probability p(v|hj). The intra-group representativeness is defined
as the distance between the origin set V and the subset Vi, indicating
the information coverage of the candidate set V with respect to the
subset Vi. We treat it as a transport problem between two unbalanced
sets and solve this by optimizing the following intra-group optimal
transport distance (OTD),

dintra = OTD(Vi,V), i ∈ {1, 2, ...,
(
20

c

)
}. (4)

Given two sets of amino acids, the optimization problem is defined
upon a probability distribution of the original set and the subset de-
noted as p(V) and p(Vi), respectively. Here we adopt the entropic
regularization-based unbalanced Sinkhorn OTD [21], formulated as

OTD(Vi,V) = min
γ

〈γ,M〉F + a · Ω(γ)

+ b · (KL(γ1, p(V)) + KL(γT1, p(Vi)))

s.t.γ ≥ 0,

(5)

where γ represents the optimal transport plan. The cost matrix M
stores the pair-wise Euclidean distance of token embeddings. 〈·, ·〉F
is the Frobenius dot product. Ω(γ) =

∑
i,j γi,j log(γi,j) is the en-

tropic regularization term. KL is the Kullback-Leibler divergence.
a and b are the entropy regularization coefficient and the marginal
relaxation coefficient, respectively.
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Figure 3: The proposed sampling strategy using the optimal transport distance (OTD) of intra-group and inter-group on a mutation site. p(V)
is the probability distribution of 20 amino acid candidates predicted by the PPLM. p(Vi) is the subset of c amino acids from p(V), which
has C =

(
20
c

)
possible combinations in total. p(VU) is the sampled amino acids distribution in the previous rounds. By minimizing dintra and

maximizing dinter simultaneously, we can find the most informative subset V∗
i from the entire subsets.

Notably, we employ the optimal transport distance to quantify
the difference between two probability distributions of amino acids.
While other methods such as KL divergence also seem to work, OTD
better accounts for the difference between amino acid types. This is
important because different types of amino acids have distinct phys-
ical and chemical properties, such as polarity, hydrophobicity, and
volume. If two pairs of amino acids exhibit similar probability dif-
ferences, the pair with closer properties should incur a smaller trans-
portation cost, which is computed by the Euclidean distance between
pre-trained token embeddings of different amino acids.

Inter-group Diversity To improve the quality and variance of mu-
tants and boost sample efficiency during iterations, the subset of se-
lected amino acids should be as diverse as possible compared to the
samples from previous rounds. Similar to dintra, we compute the inter-
group OTD dinter which measures the distance between the current
subset Vi of amino acids and the union of previous subsets VU.

dinter = OTD(Vi,VU), (6)

where OTD(·, ·) is defined in Eq. (5). p(VU) is the probability distri-
bution estimated by the frequency of sampled amino acids accumu-
lated in the previous rounds, obtained by calculating the frequency
of each amino acid

p(VU) =
N(v)∑

vt∈V N(vt)
, (7)

where N(v) represents the occurrences number of amino acid v in
previous rounds.

Informative Samples. With the representativeness and diversity
measurements, we aim to minimize dintra to find a group of represen-
tative amino acids and meanwhile maximize dinter to find the diverse
amino acids. It can be formulated by

V∗
i = argmin

Vi⊂V
(dintra − λ · dinter), (8)

where V∗
i is the found most informative subset, and λ is a trade-off

parameter.
Figure 3 shows the proposed OTD-based sampling method on a

mutation site. For the n mutation site, we implement the above sam-
pling procedure n times independently and in parallel, and Nc = cn

informative samples (denoted as Ŝ = {Ŝ(i)}i∈[Nc]) will be screened
to train a fitness predictor.

4.2 Training the Fitness Predictor

We rely on the oracle to annotate the fitness of selected informative
samples. Then we exploit these annotated data to train a predictor F

Algorithm 1 The procedure of AFP-DE
Input: The target protein with masked mutation sites S′

Output: The fitness predictor F
1: Initialize Ŝ = ∅, the maximum rounds M
2: while m < M do

3: Feed S′ into G to calculate p(v|hj) by Eq.(3)
4: Screen informative samples Ŝm by Eq. (8)
5: Use annotated Ŝ = Ŝ

⋃
Ŝm to train H by Eq. (9)

6: Predict the top-k high-fitness mutants S̃
7: Use S̃ to finetune G by Eq. (10)
8: end while

9: return F = H(G(·));

with a regression loss. Specifically, the predictor is composed of two
modules:
(1) The PPLM G inherited from the sampler in the exploration
stage. The only difference is we take the whole protein embedding
h = G(S), instead of the masked hj in Eq. (3).
(2) The two-layer MLP network H, where the input is the protein
representation h and the output is a fitness value. Since the anno-
tated data is small-scaled, we freeze the parameters θG in the PPLM
and optimize the parameters θH in the MLP only, in order to avoid
overfitting. In specific, θH is updated by minimizing the following
mean absolute error:

�H =
1

Nc

∑

S∈Ŝ

|H(G(S))− y(S)|, (9)

where y is the annotated fitness value of the mutant S.

4.3 Refining the Pre-trained Model

As we just select extremely limited informative samples in the first
round, the predictor may not be trained well and thus calls for more
samples for training. Before the exploration step in the next round,
we propose to refine the sampler’s PPLM, such that it can be adapted
from the general protein domain to the target protein. The mutants
with high fitness are supposed to be more informative to the PPLM,
thus we select the mutants with top-k predicted fitness values (de-
noted as S̃ = {S̃(i)}i∈[k]) to finetune the PPLM G through the orig-
inal masked token prediction. Specifically, the parameter θG is up-
dated by minimizing the following cross-entropy loss:

�G = − 1

k

∑

S∈S̃

∑

v∈V
q(v) · log(p(v|G)), (10)
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Sample size 24 48 384
Evaluation metric NDCG Max Mean NDCG Max Mean NDCG Max Mean

MLDE 0.664 0.448 0.076 0.735 0.506 0.143 0.852 0.768 0.286
ftMLDE(EVmutation) 0.736 0.569 0.152 0.767 0.602 0.216 0.861 0.942 0.420
ftMLDE(Transformer) 0.736 0.568 0.153 0.768 0.606 0.230 0.831 0.838 0.396

CLADE 0.727 0.557 0.136 0.749 0.447 0.096 0.856 0.724 0.364
CLADE2.0 0.735 0.498 0.125 0.780 0.686 0.157 0.901 0.918 0.482

Random-ft 0.712 0.375 0.056 0.744 0.570 0.116 0.837 0.721 0.245
AFP-DE(Ours) 0.781 0.708 0.410 0.784 0.708 0.440 0.906 0.967 0.457

Table 1: Performance comparison on the GB1 dataset with varying sample sizes. The best is boldface and the second best is underline.

Sample size 24 48 384
Evaluation metric NDCG Max Mean NDCG Max Mean NDCG Max Mean

MLDE 0.636 0.049 0.001 0.692 0.099 0.025 0.718 0.202 0.046
ftMLDE(EVmutation) 0.648 0.165 0.026 0.663 0.065 0.006 0.771 0.432 0.051
ftMLDE(Transformer) 0.685 0.133 0.016 0.678 0.196 0.049 0.727 0.225 0.030

CLADE 0.687 0.161 0.016 0.693 0.192 0.053 0.809 0.216 0.085
CLADE2.0 0.656 0.183 0.028 0.729 0.161 0.026 0.810 0.345 0.106
Random-ft 0.667 0.069 0.005 0.716 0.085 0.028 0.800 0.250 0.057

AFP-DE(Ours) 0.701 0.187 0.083 0.747 0.211 0.080 0.815 0.472 0.114

Table 2: Performance comparison on the PhoQ dataset with varying sample sizes. The best is boldface and the second best is underline.

where q(v) is the true probability that the masked token is the amino
acid v, and p(v|G) is the corresponding predicted probability.

The refined sampler is then used to screen a batch of informative
mutants, followed by annotating and training again. We emphasize
that the predictor’s PPLM is also finetuned because its parameters
are inherited from the sampler, leading to a better representation of
the target protein.

Algorithm 1 summarizes the entire procedure of AFP-DE. In short,
we conduct the above exploration-exploitation-refinement procedure
iteratively until finding a mutant with adequately good fitness values
or reaching the maximum sampling rounds.

5 Experiments

This section presents the experimental settings including datasets,
evaluation metrics, implementation details, and baselines; analyzes
the experiment results and provides an in-depth discussion. Notably,
in addition to the in silico experiments, we conducted biological wet
experiments to further verify the effectiveness of our method.

5.1 Experimental Settings

Datasets We conduct experiments on two publicly available
datasets: GB1 [29] and PhoQ [14]. GB1 is the most widely used
dataset to test the performance of different MLDE methods. The
GB1 refers to the protein G domain B1, and the annotated fitness
value represents the binding ability of different GB1 mutants to the
antibody IgG-Fc. This dataset describes a four-site combinatorial fit-
ness landscape, with 149,361 experimentally annotated variants out
of 204 = 160, 000 at four key sites (V39, D40, G41, and V54). There
are multiple local optima of the fitness landscape and more than 90%
annotated mutants have fitness values below wild-type GB1. Simi-
lar to the GB1 dataset, the PhoQ dataset consists of 140,517 anno-
tated data out of 204 = 160, 000 at four sites (A284, V285, S288
and T289). The fitness value of PhoQ refers to the phosphatase or
kinase activity of different PhoQ mutants. Besides, we exclude the
remaining unannotated sequences in the mutant space of both GB1
and PhoQ, which are believed to be meaningless according to biol-

ogists [27]. In addition, for both datasets, we normalize their fitness
values into the range [0, 1].

Note that we exclude some benchmark datasets like FLIP [3],
TAPE [16] and PEER [31] due to the position of the mutation site
in the mutant data set is not fixed. Furthermore, these datasets do
not cover a large portion of the possible mutants, which means the
screened samples are difficult to index to the corresponding fitness
value. Therefore, in accordance with [27, 14, 15], this paper chose
two datasets GB1 and PhoQ to conduct experiments.

Evaluation Metrics Since picking mutants with the highest pre-
dicted fitness (top k) values among candidates is essentially a ranking
problem, we use the normalized discounted cumulative gain (NDCG)
as one of the evaluation metrics following the previous work [27].
NDCG is commonly used in information retrieval and can measure
the correlation between the predicted value and the true value. In
the meantime, NDCG puts a high weight on sequences with a high
predicted label value and a high true label value, which is consistent
with the directed protein evolution mechanism paying more attention
to mutants with high fitness values. We also report the mean value of
the predicted π-highest ranking mutants and the max value of both
the predicted π-highest ranking mutants and training mutants. Fol-
lowing previous works [27, 29, 14, 15], we set π = 96, 32, 56 when
384, 48, 24 mutants are used for training, respectively. The “Mean”
metric can measure the training performance through different sam-
pling methods, and the “Max” metric is highly related to the goal of
directed evolution, that is, to find the mutant with the highest fitness
in the whole mutant space.

Implementation Details In the exploration stage, we use the
open-source protein pre-training model, ESM-1b [17], as the ini-
tial PPLM G. The sub-distribution of c = 3 amino acids is se-
lected at n = 4 mutation positions, resulting in Nc = 34 possible
combinations. To make a fair comparison with the existing methods
[27, 14, 15], we randomly select 24 samples in each round. The de-
fault λ in Eq. (8) is 0.5.

In the exploitation stage, we use the Adam optimizer with a learn-
ing rate of 1e− 5, and the batch size is set as a multiple of 1 to allow
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the model to choose the size of the batch size independently. We em-
pirically set the training epoch to 5, which is enough to guarantee the
convergence of loss.

AFP-DE∗ AFP-DE# AFP-DE

GB1

48
NDCG 0.771 0.782 0.784

Max 0.670 0.708 0.708

Mean 0.391 0.397 0.440

384
NDCG 0.777 0.848 0.906

Max 0.708 0.825 0.967

Mean 0.224 0.410 0.457

PhoQ

48
NDCG 0.728 0.724 0.747

Max 0.155 0.279 0.211
Mean 0.073 0.066 0.080

384
NDCG 0.772 0.777 0.815

Max 0.279 0.455 0.472

Mean 0.091 0.082 0.114

Table 3: Ablation experiment results of AFP-DE∗ (without refine-
ment) and AFP-DE# (without inter-group diversity)

In the refinement stage, we take out k = 8000 mutation sequence
with the largest predicted fitness values and 1000 extra protein se-
quences randomly selected from the UniRef50 database [24] to re-
fine the PPLM, where the latter plays a regularization role to avoid
the model collapse. The details of finetuning PPLM can refer to the
training of ESM-1b [17].

Overall, our model is implemented on the PyTorch framework and
the FAIRseq library [11]. The code is run on an Ubuntu server with
1 GPU (NVIDIA GeForce 3090Ti).

Baseline To verify the superiority of our proposed method, we
compare it with four state-of-the-art baseline methods, the details of
which are as follows:

• MLDE [29], which generates training data by random sampling
from full combinatorial spaces, and then uses sampling mutants
to train a machine learning-based ensemble model to predict the
fitness of mutants.

• ftMLDE [27], which combines a variety of sampling, encoding
and training methods. We compare our method with two sampling
strategies in ftMLDE, EVmutation [7] and MSA-transformer [18].

• CLADE [14], which designs a hierarchical unsupervised cluster-
ing sampling method to pick high-fitness mutants, and then trains
a fitness predictor with supervised learning.

• CLADE2.0 [15], which is the improved version of CLADE. It uses
a scoring function that integrates the profile HMM [5], the MSA-
based DeepSequence VAE [19], the EVmutation [7] and a PPLM
in the sampling stage.

5.2 Main Results

Performance Comparison To evaluate our proposed approach,
we compare AFP-DE with several SOTA baselines on the GB1 and
PhoQ datasets. The performance of all methods is listed in Table 1
and Table 2. As shown in the two tables, MLDE performs worst
among several methods due to the prevalence of low-fitness se-
quences in the combinatorial landscapes, and the random draw of-
ten produces sequences with very low fitness values, resulting in in-
effective training data. The sampling strategies in the ftMLDE and
CLADE models alleviate this problem and achieve relatively bet-
ter results. The proposed AFP-DE outperforms all other methods on

Figure 4: Sampling performance on the GB1 and PhoQ datasets.
"Sample mean" and "Sample max" are the average and maximum
fitness values of 384 mutants, respectively.

both datasets with a sample size of 24. At sample sizes 48 and 384,
AFP-DE is also better than other methods except for the Mean met-
ric of CLADE2.0 with a sample size of 384 on the GB1 dataset. It
is worth noting that CLADE2.0 uses a scoring function that inte-
grates multiple MSA-based models in the process of sampling. Our
method only utilizes an MSA-free PPLM in the sampling stage but
still exceeds the performance of CLADE2.0 overall. It means that the
proposed AFP-DE can handle proteins even without MSA informa-
tion, which is of extremely practical significance for directed protein
evolution [6]. Random-ft refers to finetune protein language models
without active finetuning, using random sampling instead. Compar-
ing Random-ft with AFP-DE, we demonstrate the effectiveness of
active finetuning, showing that it leads to superior finetune perfor-
mance under a limited budget with an equal amount of labeled data.
These results highlight the potential of active finetuning for achiev-
ing more efficient directed evolution.

Sampling Result Analysis We observe from the experimental
datasets that 92% of mutants have fitness values smaller than 1%
of the global maximum in the GB1 and PhoQ datasets. Hence, it is
critical to utilize the mutants with greater fitness values to predict the
landscape of GB1 and PhoQ. Wittmann et al. [27] have found that
the enrichment of high-fitness mutants in training data can enhance
prediction performance. Therefore, we compare the performance of
different sampling strategies by measuring the enrichment of high-
fitness mutants. We calculate the mean and maximum fitness value
of the 384 samples obtained by the different sampling methods. From
Figure 4, we can find that the sampling performance of AFP-DE
greatly outperforms other methods on the two datasets, especially on
the GB1 dataset where the maximum and the mean value of AFP-DE
are 60.6% and 119.9% higher than the SOTA method CLADE2.0, re-
spectively.

Sampling Rounds Analysis Our method screen the informative
mutants iteratively based on the refined PPLM. That is, AFP-DE
selects 24 samples per round, up to 16 rounds. From Figure 5, we
observe that AFP-DE only takes roughly 10 rounds (240 samples)
to achieve a better performance than other methods. Therefore, com-
pared to other methods that only select a specified number of mutants
at one time, AFP-DE can flexibly choose the sampling size, which
can further reduce the cost in practical annotating mutants. Note that
we did not compare the mean fitness values obtained by different
methods because this metric is unstable due to a high proportion of
low-fitness mutants in the datasets.

5.3 Ablation Study

We then conduct ablation studies to investigate the effect of the de-
signed modules, i.e., the inter-group diversity and iterative sampling
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Figure 5: The performance of AFP-DE with an increased number of
sampling rounds on the GB1 and PhoQ datasets. The dotted lines
denote the baselines’ performance. Different from AFP-DE, these
baselines are not iteratively refined and we only report the final per-
formance with a sampling size of 384.

with refinement.

Inter-group Diversity The proposed sampling module is com-
posed of intra-group OTD and inter-group OTD, where the latter rep-
resents the diversity that is nearly neglected by the existing methods.
To verify its importance, we remove the part of inter-group OTD, de-
noted as AFP-DE#. From the results shown in Table 3, we can find
that the performance of AFP-DE# is lower than the original AFP-DE
when the sample size is 48, and this phenomenon becomes signifi-
cant when the sample size reaches 384, reflecting the importance of
inter-group diversity. Note that we do not compare the performance
when the sampling size is 24 because there are no labeled mutants to
calculate inter-OTD at the first round of sampling.

Refinement To verify the effectiveness of our iterative sampling
strategy with refinement, we remove the refinement stage and sam-
ple 48 or 384 candidate mutants at one time, which is denoted as
AFP-DE∗. Table 3 has shown that AFP-DE∗ is inferior to AFP-DE,
especially with a sample size of 384. This verifies the advantage of
iterative sampling with refinement.

5.4 Biological Wet Experiment

Besides the in silico experiment on GB1 and PhoQ datasets, we
also conduct a biological wet experiment on the protein CNFRS
for directed protein evolution. CNFRS is a variant of the tyrosyl
tRNA synthetase from the archaea Methanococcus jannaschii (Mj-
TyrRS), which can incorporate p-cyanophenylalanine into a protein
[33]. Through analyzing the 3D structure of CNFRS and the bind-
ing state between CNFRS, our co-authors from the biological back-
ground identify four mutation sites that could potentially exert sig-
nificant influence on the fitness of CNFRS ( as shown in Figure 6)
and employ the AFP-DE to implement directed evolution. In the ini-
tial round of biological wet experiments, our proposed method suc-
cessfully predicted a mutant protein variant with a fitness value that
was 66.4% higher than that of the wild-type CNFRS. In a subsequent
round of experiments, we identified a mutated protein variant with a
fitness value that was 82.1% higher than that of the wild-type CN-
FRS. These results demonstrate the efficacy of our method in pre-

D286

H283

M285

G34

Figure 6: The 3D structure of CNFRS protein and the four selected
mutation sites.

dicting protein mutations that improve fitness values in biological
systems.

5.5 Discussion

From the results of in silico experiments and biological wet experi-
ments, we can conclude that the advantage of our actively-finetuned
protein model lies in two aspects: (1) Flexibility - we can freely
choose the number of samples collected in each round of the ex-
periment by controlling the parameter c. This allows our method
to be used in laboratories of varying sizes, from small-scale exper-
imental setups to high-throughput facilities. Moreover, human evalu-
ators can dynamically assess the experimental outcomes, as demon-
strated in the iterative experiment (Figure 5), where optimal results
were achieved with only 240 labeled samples, enabling researchers
to avoid unnecessary experimental costs. (2) Ease of use - compared
to the CLADE2.0 baseline method that achieves the closest results
to ours, we do not require additional input from homologous pro-
teins. This expands the applicability of our method to orphan pro-
teins, making it a more general approach.

Our method treats each mutation position on the protein sequence
equally, which may seem to contradict the epistasis [10, 23] effect
of protein mutations. That is, the independent consideration of each
mutation site would ignore the correlations between them. How-
ever, current large-scale protein models can accurately predict the
three-dimensional structure of proteins [9], indicating that they have
learned the underlying interactions between different positions on the
protein sequence to some extent. Hence, our approach can mitigate
the epistasis effect. Furthermore, from an ethical perspective, rele-
vant policies should be established to guide the application of such
technologies in appropriate domains, while simultaneously mitigat-
ing potential societal harm.

6 Conclusion

In this paper, we have presented an actively-finetuned protein model
for directed evolution to maximize the benefits of a pre-trained pro-
tein model. To efficiently finetune the protein model and explore
the combinatorial space of mutants, we designed a novel sampling
strategy based on the optimal transport distance to select informa-
tive samples and achieve more efficient sampling. Through iterative
optimization, the pre-trained protein language model can be gradu-
ally adapted from the general protein domain to the specific target
protein of interest. Besides, the proposed AFP-DE does not require
MSA as input, hence it is a more practical framework that could ap-
ply to proteins without MSA information. The in silico experiments
on the GB1 and PhoQ datasets and biological wet experiments con-
firm that AFP-DE outperforms state-of-the-art baselines even with
fewer annotated mutants.
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