
The Problem of Coherence in Natural Language
Explanations of Recommendations
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Abstract.

Providing natural language explanations for recommendations is
particularly useful from the perspective of a non-expert user. Al-
though several methods for providing such explanations have re-
cently been proposed, we argue that an important aspect of expla-
nation quality has been overlooked in their experimental evaluation.
Specifically, the coherence between generated text and predicted rat-
ing, which is a necessary condition for an explanation to be useful, is
not properly captured by currently used evaluation measures. In this
paper, we highlight the issue of explanation and prediction coher-
ence by 1) presenting results from a manual verification of explana-
tions generated by one of the state-of-the-art approaches 2) propos-
ing a method of automatic coherence evaluation 3) introducing a new
transformer-based method that aims to produce more coherent expla-
nations than the state-of-the-art approaches 4) performing an experi-
mental evaluation which demonstrates that this method significantly
improves the explanation coherence without affecting the other as-
pects of recommendation performance.

1 Introduction

With the recent development of artificial intelligence comes a grow-
ing awareness of the risks involved and the need for greater control
over such systems. In particular, the inability to explain the predic-
tions of complex machine learning systems (usually treated as black
boxes) is detrimental because it complicates debugging, hinders bias
identification, prevents users from gaining trust in AI, etc. [19].

The interest in explainable AI also includes recommendation sys-
tems, since providing good explanations for the recommendations
can increase their effectiveness and improve the satisfaction of users
by allowing them to better understand the system’s predictions [27].
Among the various approaches to this task, generating explanations
in natural language is of particular interest, as such explanations are
easier for the user to understand, require little or no prior user train-
ing, and can be potentially used to support a dialogue with the user.

Modern approaches for this kind of explainable recommendation
increasingly use deep neural models, as they produce richer and
more fluent textual explanations than the earlier methods based on
predefined sentence templates [27]. Many works [9, 8, 10] evaluate
new explainable recommendation methods in a rather comprehensive
way, taking into account more than a dozen of performance aspects
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such as recommendation quality, text fluency, and personalization of
the explanation provided to a given user. Nevertheless, these studies
rely exclusively on automatic evaluation metrics such as BLEU [17]
or ROUGE [13] and do not include evaluation by human users.

This motivated us to carry out a preliminary study1 in which we
manually analysed a small random sample of explanations provided
by one of the recently proposed state-of-the-art approaches, PE-
TER+ [9]. As to be expected, some flaws were observed in terms
of text fluency such as repetition of the same words, unnatural sen-
tence endings, or generations of sentences that lacked the context to
be understood. However, the most frequently observed critical prob-
lem was the inconsistency between the recommender’s prediction
and the text of the generated explanation (see Fig. 1). For instance,
the text the characterizations are very good surprisingly was some-
times provided as an explanation for the lowest rating. In fact, for
some datasets such inconsistent explanations occurred even for 40%
of analyzed instances (see Sec. 5.3). Note that some of the aforemen-
tioned problems regarding text quality can be tackled by using more
advanced natural language generation (NLG) methods (e.g. other de-
coding algorithms [21]), but the critical issue of lack of coherence
between textual explanation and prediction is inherent to the prob-
lem of prediction explainability and can not be solved with standard
NLG methods.

Therefore, despite the use of a wide range of performance mea-
sures in related studies, this critical factor concerning the quality of
the generated explanations has not yet been sufficiently explored.
The issue is further illustrated by the example presented in Fig. 2,
where two explanations are provided for the same, low assessment
of the alignment between a movie and user’s preferences. The first
textual explanation describes the film in glowing terms and actually
suggests watching it, which is inconsistent with the predicted low
rating and possibly causes user confusion. The second explanation
is coherent with the predicted rating and expresses a negative assess-
ment of the movie. It is worth noting that the otherwise perfect textual
explanations which do not match the predicted outcome are not only
entirely incorrect but also undermine the trust of the user in using
an AI-based system. Unfortunately, this issue has been overlooked in
previous research, since the currently used evaluation measures sepa-
rately assess predicted ratings and generated explanations. Therefore,
they do not compare the predicted rating and generated explanation.

1 See the online appendix for details: https://www.cs.put.poznan.pl/mlango/
publications/ecai23.pdf
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Prediction
(out of 5)

Explanation Coh.

5 this is a wonderful film
4 it’s a goofy comedy that isn’t funny
1 the cast is very good
5 they have a great drink selection
5 the parking lot is always full
2 the staff is very friendly and helpful

Figure 1. Predictions and their explanations generated by PETER+ for
selected instances from Amazon Movies (up) and Yelp (down). For some,

the lack of prediction-explanation coherence (Coh.) can be observed.

Predicted rating: 2 (out of 5)
PETER+ explanation (SOTA): it ’s a fun movie
CER explanation (this work): it is a waste of time

Figure 2. Explanations generated by PETER+ and CER for an instance
from Amazon Movies. Both methods predicted the same rating in this case.

Guided by the above observations, we focus our attention on the
problem of coherence between generated text and the predicted rec-
ommendation output, which is a necessary condition for an explana-
tion to be useful. Addressing this issue properly requires, on the one
hand, the development of an automatic method for evaluating the
prediction-explanation consistency, which will enable simple eval-
uation of current and future explainable recommendation methods
without the time-consuming manual data annotation. On the other
hand, a new recommendation system generating personalized and
consistent explanations in natural language should be proposed. In
particular, the main contributions of our paper are as follows:

1. carrying out a manual evaluation of reference explanations from
the popular datasets as well as explanations generated by state-of-
the-art methods, drawing research attention towards the problem
of coherence between natural language explanations and predicted
ratings in the recommendation domain,

2. introducing a new trainable, reference-less metric for automatic
coherence evaluation of the predictions and explanations,

3. proposing a new transformer-based method that aims to generate
more coherent explanations through a new intermediary task of
explanation-based recommendation,

4. performing experiments with three benchmark datasets, where we
compare our method against other state-of-the-art methods and
show that it improves the explanation coherence without decreas-
ing other measures of the recommendation predictions.

2 Related work

Following [27], the methods for explaining the prediction of recom-
mender systems can be categorized into six groups based on the type
of algorithm being used, i.e. association rules, factorization mod-
els, topic modeling, knowledge graphs, agnostic post-hoc explana-
tion methods and finally deep neural networks, which are at the fo-
cus of this work. Many of the deep learning solutions for explaining
predictions use various types of attention mechanism [24]. For ex-
ample, the combination of convolutional layers and attention mech-
anism presented in [20] allowed the identification of phrases in user
opinions that had the greatest influence on the recommendation. At-
tention mechanisms are also used in deep recommendation systems

that operate on multi-modal data, e.g. marking important areas of
the product image as an explanation [2]. Other versions of networks
based on encoder-decoder architecture using GRU or LSTM modules
are used to analyze logs of subject-user interactions [23].

Finally, the methods that use neural networks to generate ex-
planations in natural language also belong to this group. Such ap-
proaches include post-hoc methods as attribute-to-sequence model
(Att2Seq) [4] that can be used as a separate module explaining rec-
ommendations. The method uses LSTM networks to generate a prod-
uct review basing on the expected rating and representations of a user
and a product. Another similar method is ACMLM [16] which uses a
dedicated aspect decoder to guide explanation generation performed
by a fine-tuned BERT language model [3]. The idea of exploiting
pre-trained large language models was also applied in a recent PE-
PLER approach [10] that takes advantage of prompt-based transfer
learning with GPT-2 model [18].

Other methods are specifically designed to perform the recom-
mendation task along with providing textual explanations. One such
method is NRT [11] which jointly predicts ratings and generates so-
called tips using a recurrent neural network having only the em-
bedding of a user and item as the input. Yet another proposal is
NETE [8], which additionally uses information about the item’s fea-
ture to personalize explanations. The method generates text with
GRU-inspired recurrent units, the inner workings of which can be
interpreted as the generation of a neural sentence template.

PETER+ [9] is another recent neural recommender that generates
personalized natural language explanations, obtaining state-of-the-
art results. In contrast to the previously mentioned NRT and NETE
methods, it is based on the transformer architecture [24] that jointly
produces deep feature representations for both rating prediction and
text generation. The model is general enough to be trained and to
provide explanations without item features (PETER), but achieves
much better personalization of the generated explanations while us-
ing them (PETER+). Given the promising experimental results, it
was selected for further consideration in this paper. It is worth not-
ing that recently, [25] also pointed out some issues regarding the
factuality and semantic coherence of generated explanations by sev-
eral methods, including PETER (see the discussion of semantic and
prediction-explanation coherence in the appendix).

3 Measuring coherence between explanation and
prediction

Problem statement Given a set of users U , a set of items I
and lists of item features Fu,i that can be used to justify a recom-
mendation, the task of explainable recommendation is understood
in this paper as the task of jointly predicting a rating ru,i and an
explanation Eu,i. Let’s further assume that the rating is a score
ru,i ∈ {1, 2, 3, 4, 5} measuring the alignment of an item with the
user’s preferences, while the explanation Eu,i = [e1, e2, ..., en] is
a sequence of tokens from the vocabulary V justifying the score
assigned by the recommender. The generated textual explanation
should not only be personalized for a given user by mentioning or
referring to the selected item features2 Fu,i but it should also be se-
mantically consistent with the predicted rating ru,i.

Recall that in the related works [9, 8, 10, 12], the quality of ex-
planations E is assessed with different measures, that can be divided
into three categories: the measures that verify the personalization of

2 Note, that the set of item features Fu,i depends not only on the item i but
also on the user u, since in this formulation Fu,i contains only the item
features which are relevant (important) for the user u.
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generated explanations by computing various statistics of item fea-
ture’s mentions; standard metrics for assessing the quality of pre-
dicted ratings and metrics comparing n-grams from generated texts
and reference explanations. However, none of these metrics jointly
analyses the predicted rating and generated explanation, therefore
overlooking the problem of prediction-explanation coherence.

Measuring the degree of coherence between the predicted rating
and the generated textual explanation is challenging for various rea-
sons. First, the measure should combine a numerical input (rating)
with a textual one (explanation). Next, it cannot straightforwardly
use the gold standard data as a reference. Although the explanation
contained in the training data is supposedly3 coherent, it is only co-
herent with the gold standard rating, so a disparity between the pre-
dicted ratings and the gold standard ratings may invalidate the coher-
ence of the gold standard explanation. Moreover, standard metrics
like BLEU [17], which compare generated text with the reference
through n-grams, do not distinguish between replacing a word in the
reference text to its synonym (preserving coherence) and changing it
to a random word.

In our study, we first assess the coherence between generated ex-
planations and predicted ratings by manually annotating a random
sample of predictions obtained from models. Later, using the anno-
tated data, we put forward the proposal of a trainable, reference-less
coherence metric that allows automatic evaluation of coherence for
large datasets. Below we describe these approaches while the exper-
imental results are presented in Section 5.

Manual verification The process of manual annotation of the ob-
tained predictions was performed by two independent human anno-
tators to which we presented pairs of predicted ratings and explana-
tions (ru,i, Eu,i) and asked to binary assess its coherence (coherent/
not coherent). The binary assessment of the level of coherence is a
certain simplification, but it is recommended to perform evaluations
of models’ interpretability with relatively simple tasks performed by
humans [7]. Additionally, the binary assessment of coherence al-
lowed for simpler annotation rules, minimizing the inconsistencies
that may occur in manual evaluation [26], enabled faster expert train-
ing and accelerated the annotation process.

While evaluating model predictions, the predicted scores were
rounded to integers to keep the data format from the datasets. For
ratings equal to 1 and 5, the annotators were instructed to treat as co-
herent only the explanations mentioning solely positive or negative
characteristics of an item. For ratings 2 and 4, mentioning a minor
disadvantage/advantage of an item being evaluated was also consid-
ered consistent with the rating. Specifically, minor disadvantages and
advantages were identified by phrases such as "slightly", or "little
bit". For a rating of 3, neutral sentences, very mildly polarized with
positive or negative item features, mentioning both the good and bad
sides of the item, as well as explanations from which it was not pos-
sible to deduce what opinion their potential author could have about
the subject were treated as coherent.

Following these rules both annotators provided coherence labels
for 100 randomly selected examples from datasets used in the exper-
iments (see Section 5). The inter-annotator agreement was of 92%.
After the following discussion of label inconsistency and clarifica-
tion of annotation rules, the inter-annotator agreement increased to
96%. Due to the relatively high inter-annotator agreement, in the re-

3 Our manual analysis revealed that actually, 25-30% of explanations in the
commonly used datasets are not coherent with the rating, indicating that the
issue of recommendation-explanation coherence was not properly handled
even in the data collection process – see Sec. 5.3 for details.

maining experiments with the manual evaluation of models’ perfor-
mance, each example was annotated only once to reduce the annota-
tor’s workload. The results of the final manual evaluation of explana-
tions and predictions using 1800 instances from various models are
discussed in Section 5.3.

Trainable coherence metric Performing manual evaluation is a
tedious and time-consuming task, making it impractical to evalu-
ate more than a limited sample of recommender predictions. Nev-
ertheless, constructing an automatic metric assessing the prediction-
explanation coherence is challenging since the evaluation seems to
require a general understanding of the generated text, handling syn-
onyms, etc. Similar evaluation problems have been observed in dia-
logue agents and machine translation communities, which have ad-
dressed them by adopting various trainable metrics [22, 14]. Such
metrics employ a machine learning model that learns to evaluate gen-
erated texts, e.g. by mimicking the decisions of human evaluators.
Such models can be trained on a limited number of provided human
judgments for some models and datasets, but once trained they can
be used to evaluate different models on different datasets.

Inspired by these works, we put forward a proposition of an auto-
matic, trainable metric for coherence evaluation. The proposed met-
ric consists of a binary classifier trained on our annotated examples
to assess the coherence between the generated explanation and the
predicted rating. The classifier is later applied to all the model’s pre-
dictions and the percentage of predictions marked by the classifier as
coherent is treated as a performance indicator.

The proposal of a coherence classifier should address two prob-
lems: the limited size of training data and the heterogeneous input
consisting of a number (rating) and a text (explanation). We address
both these problems by exploiting the potential of pretrained large
language models (LLM) and converting the whole problem into a
sentence classification task.

For each of the possible ratings, we developed a sentence template
which after being filled with the text of explanation constitutes an
input to the classifier. The task of the classifier is to simply detect the
correctness of such formed sentence. This setup of the problem en-
ables effective utilization of knowledge acquired by an LLM during
pretraining. The sentence templates for each rating are as follows:

1. An example of very negative review is
2. An example of slightly negative review is
3. An example of neutral or mixed review is
4. An example of slightly positive review is
5. An example of very positive review is

For instance, to verify the consistency of PETER+ prediction from
the example depicted in Fig. 2, the input to the LLM-based classi-
fier should be "An example of slightly negative review is it ’s a fun
movie". The training of the coherence classifier is performed by op-
timizing the binary cross-entropy loss.

4 Generating more coherent explanations

We introduce a new method for explainable recommendation called
Coherent Explainable Recommender (CER) that builds upon the
state-of-the-art PETER+ [9] architecture and extends it with addi-
tional mechanisms ensuring better coherence between the predicted
rating and the generated explanation. This is achieved by adding to
the architecture a special neural module and putting forward a new
associated intermediary task of explanation-based rating estimation.
The overview of the proposed architecture is depicted in Figure 3.
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Figure 3. An overview of the proposed Coherent Explainable
Recommender (CER) architecture.

Architecture of the proposed model The backbone of the pro-
posed CER method is a transformer module [24], which effective-
ness for the natural language generation tasks has been confirmed in
many works [18, 1]. The input to the transformer layers is designed
to allow the unified construction of the deep representations needed
for all subsequent prediction tasks. More precisely, a sequence

S = [u, i, f1, f2, ..., f|Fu,i|, eSTART , e1, e2, ..., en]

containing representations of the user u, item i, item features fj ∈
Fu,i and the explanation ej ∈ Eu,i is formed. Both users and items
are represented by distributed feature vectors stored in embedding
matrices U and I , respectively. Similarly, the representations of each
token from the vocabulary V , that are used to express the item fea-
tures as well as words of the recommendation explanation, are stored
in an embedding matrix E. The embedding of the special token
eSTART , which marks the beginning of explanation generation, is
also stored in this matrix.

The input sequence is passed to a transformer layer with self-
attention mechanism defined as

X = softmax

(
SWqW

T
k S√

d
+M

)
SWv

where Wq,Wk,Wv are weight matrices, softmax function is per-
formed row-wise and M is the masking matrix [24] which controls
which elements of the input sequence can attend to which elements.
Following [9], we use a masking matrix that generally allows attend-
ing all the previous elements of the sequence and forbids attending
all elements to the right of the considered input element, with one
exception. While constructing the output representation for the user
(the first element of the sequence) the neural network is allowed to
attend to the item embedding (i.e., the second sequence element).
This enables the construction of the output embedding, which con-
tains information about both the user and the item, and can be used
as the basis for performing the recommendation.

Our model contains multiple stacked transformer layers, with the
number of layers being a model hyperparameter. The aim of using
several transformer layers is to construct a deep contextual represen-
tation of each input token, which serves as input to four training tasks
performed by fully-connected networks. These tasks are: rating pre-
diction, explanation generation, context prediction, and explanation-
based rating estimation. The first two of these tasks, rating prediction
and explanation generation, are target tasks, i.e. they are performed
during both training and testing phases and provide the expected out-
put of an explainable recommender. The remaining two tasks are in-
termediary tasks that provide an additional training signal. Context
prediction task is to improve the personalization of the generated ex-
planations, whereas the new explanation-based rating estimation task
aims to provide additional training signal encouraging the generation
of coherent explanations. They are described in the following para-
graphs. Despite the fact that our model has several transformer lay-
ers, in the following descriptions we will slightly abuse the notation
and refer to the output of the last transformer layer as X .

Rating prediction Since the focus of this work is not to improve
the quality of the provided recommendations, the proposed model
uses a rather simple two-layered fully-connected network to predict
the rating r̂u,i. The input to this network is the output representation
of the user x1, but note that due to the modification of the masking
mechanism, the representation of x1 is computed while also consid-
ering the item i. The used loss function is the mean-squared error
(MSE) defined as follows:

Lr =
1

|D|
∑

(u,i)∈D

(r̂u,i − ru,i)
2

r̂u,i = wT
r σ(Wrx1 + br)

where D is the training dataset, wr,Wr, br are learnable parameters
and σ() denotes sigmoid activation function.

Explanation generation The explanation is generated using a
greedy algorithm, that selects the words to which a softmax layer
assigned the highest probability. The training objective is the cross-
entropy function.

Le = − 1

|D|
∑

(u,i)∈D

1

|Eu,i|
|Eu,i|∑
j=1

log softmax(Wex|Fu,i|+j+2+be)ej

where D is the training dataset, We, be are weights of the softmax
layer and ej is the j-th token of gold standard explanation Eu,i. Note,
that the index of |Fu,i| + j + 2 simply selects the representation of
ej from the output sequence X .

Context prediction The auxiliary task of context prediction is to
estimate the probability distribution of all words occurring in the ex-
planation based solely on the representation x2, i.e. a representation
constructed while attending user and item representations only. This
task promotes better entanglement between the predicted explana-
tion and the representations of users and items, resulting in more
personalized explanations. In the proposed model, the output proba-
bility distribution is computed by a softmax layer and trained through
cross-entropy optimization.

Lc = − 1

|D|
∑

(u,i)∈D

1

|Eu,i|
|Eu,i|∑
j=1

log softmax(Wcx2 + bc)ej
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where D is the training dataset, Wc, bc are learnable weights and ej
is the j-th token of gold standard explanation Eu,i.

Explanation-based rating estimation The goal of this interme-
diary task is to promote better coherence between the generated ex-
planation and the predicted rating. We claim that basing solely on a
coherent explanation expressed in natural language, it should be pos-
sible to guess the predicted rating with a reasonable accuracy. For
instance, an explanation that points out weaknesses of the item and
uses negatively polarized words should be a strong indicator that the
recommendation head should have predicted a low rating. Similarly,
an explanation focused on the positive aspects of an item should be
associated with a positive rating. Therefore, we propose using an ad-
ditional recommendation head that predicts rating ru,i while having
only the representation of the generated explanation as its input.

To obtain a fixed-sized representation of textual explanation, we
apply a max pooling over time [5] operator on the word embeddings
of the generated text.

Ẽu,i = Max-pooling
(
x|Fu,i|+3, x|Fu,i|+4, ..., x|Fu,i|+|E(u,i)|+2

)
where Max-pooling() returns a vector filled with the maximum val-
ues computed over each dimension of the input vectors. Later, the
auxiliary rating score is predicted with a two-layered MLP network
with a linear output.

r̂Eu,i = wT
cohσ(WcohẼu,i + bcoh)

where wcoh,Wcoh, bcoh are learnable weights of MLP and σ() de-
notes the sigmoid activation function. The optimized loss function
enforces the alignment between the rating predicted by the recom-
mendation head r̂u,i and the rating estimated solely from the text of
explanation r̂Eu,i . For this purpose, the mean squared error defined
below is used as the loss function.

Lcoh =
1

|D|
∑

(u,i)∈D

(
r̂u,i − r̂Eu,i

)2

where D is the training dataset, r̂u,i is the predicted rating by the
recommendation head and r̂Eu,i is the predicted rating basing only
on the generated explanation.

Note that solving this intermediary task provides an additional
training signal to the model that incentivizes the generation of co-
herent explanations. The auxiliary prediction of rating is ignoring
information about the user u and item i and is exclusively based on
the generated text. Thus, the model must reflect the rating in the text
and generate a coherent explanation in order to succeed in this task.
Moreover, the text-based rating prediction head is trained to mimic
the predictions of the recommendation head and not to reflect the
gold standard rating, which further increases coherence by promot-
ing explanations aligned with the actual prediction and not with the
gold standard.

Joint loss function Finally, the whole CER model is trained with
the standard backpropagation algorithm that optimizes a joint loss
function defined as a sum of all four prediction tasks.

L = Lr + Le + Lc + Lcoh

where Lr,Le,Lc,Lcoh are loss functions of particular tasks as de-
fined in previous paragraphs.

5 Experimental evaluation

5.1 Experimental setup

To verify the utility of the proposed Coherent Explainable Recom-
mender approach, we conducted experiments on three datasets pro-
vided by [8] which are typically used to evaluate explainable rec-
ommenders: Amazon Movies, TripAdvisor, and Yelp. The original
train-test splits provided by the dataset’s authors were also used. For
a fair comparison, we mimicked the experimental setup of the work
that originally introduced PETER+ method [9]. This included com-
parison to the same baselines, employing the same quality metrics
(except new ones proposed in this paper) and using the same hyper-
parameters for the CER approach (like the number of transformer
layers, embedding size, number of neurons in hidden layers etc.).
The only difference is within the methods compared, as we added re-
cently released, GPT-2 based PEPLER [10] to the experiments. The
code is available on our GitHub repository4

The quality of explanation generated by the proposed CER method
was compared to other approaches which take item features into ac-
count such as PETER+ [9], NETE [8] and ACMLM [16], as well
as explainable recommenders that do not make use of features: PE-
PLER [10], Att2Seq [4], NRT [12] and standard Transformer [24]
network trained by using identifiers of users and items as addi-
tional words. The recommendation performance was additionally
compared to classical non-explainable recommenders: a probabilistic
matrix factorization (PMF) [15] and SVD++[6].

A diversified collection of metrics is employed to assess the ex-
plainability and text quality of the generated explanations as well as
the recommendation performance. The latter is measured with mean
absolute error (MAE) and root mean squared error (RMSE) mea-
sures. The text quality is evaluated by comparing the generated ex-
planations against references provided in the datasets using metrics
like BLEU [17] and ROUGE [13]. More specifically, BLEU-1 (B1),
BLEU-4 (B4) as well as precision (P), recall (R), and F-score (F) of
ROUGE-1 (R1) and ROUGE-2 (R2) are reported. The explainabil-
ity properties and personalization of the generated texts are assessed
with metrics related to the usage of item features in the provided ex-
planations. We employ Feature Matching Ratio (FMR), Feature Cov-
erage Ratio (FCR), and Feature Diversity (DIV) metrics proposed
in [8]. In addition, the Unique Sentence Ratio (USR), which mea-
sures the diversity of generated texts, is also reported.

5.2 Evaluation of explanation quality

Although our work is focused on improving the coherence of the ex-
planations provided by the recommender, we want to make sure that
the proposed modifications do not negatively influence other aspects
of the generated explanations. So, we first evaluated explanations
generated by CER with typical text quality and explainability met-
rics used in the related works. The results of these experiments and
the comparison with other related methods can be found in Table 1.

The obtained scores demonstrate that our model generates expla-
nations that are at least on par with those provided by the origi-
nal PETER+ architecture. In terms of both ROUGE-1 F-score and
ROUGE-2 F-score, which aggregate precision and recall, CER ob-
tains the highest scores for all datasets under study. While for some
datasets BLEU scores obtained by CER are slightly lower than those
obtained by PETER+, the differences are not large and the USR mea-
sure shows the superiority of the proposed approach for all datasets.

4 https://github.com/JMRaczynski/CER
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Table 1. The comparison of the quality of the explanations generated by CER and by other explainable methods under study.

Explainability Text Quality

FMR FCR DIV↓ USR B1 B4 R1-P R1-R R1-F R2-P R2-R R2-F
Yelp

Transformer 0.06 0.06 2.46 0.01 7.39 0.42 19.18 10.29 12.56 1.71 0.92 1.09
NRT 0.07 0.11 2.37 0.12 11.66 0.65 17.69 12.11 13.55 1.76 1.22 1.33
Att2Seq 0.07 0.12 2.41 0.13 10.29 0.58 18.73 11.28 13.29 1.85 1.14 1.31
PEPLER 0.08 0.30 1.52 0.35 11.23 0.73 17.51 12.55 13.53 1.86 1.42 1.46
ACMLM 0.05 0.31 0.95 0.95 7.01 0.24 7.89 7.54 6.82 0.44 0.48 0.39
NETE 0.80 0.27 1.48 0.52 19.31 2.69 33.98 22.51 25.56 8.93 5.54 6.33
PETER 0.08 0.19 1.54 0.13 10.77 0.73 18.54 12.20 13.77 2.02 1.38 1.49
PETER+ 0.87 0.31 0.94 0.20 20.71 3.75 34.17 26.45 27.64 10.12 7.92 7.97
CER 0.86 0.37 1.08 0.30 20.62 3.42 35.51 26.03 27.92 10.74 7.43 7.97

Amazon Movies

Transformer 0.10 0.01 3.26 0.00 9.71 0.59 19.68 11.94 14.11 2.10 1.39 1.55
NRT 0.12 0.07 2.93 0.17 12.93 0.96 21.03 13.57 15.56 2.71 1.84 2.05
Att2Seq 0.12 0.20 2.74 0.33 12.56 0.95 20.79 13.31 15.35 2.62 1.78 1.99
PEPLER 0.11 0.27 2.06 0.38 13.19 1.05 18.51 14.16 14.87 2.36 1.88 1.91
ACMLM 0.10 0.31 2.07 0.96 9.52 0.22 11.65 10.39 9.69 0.71 0.81 0.64
NETE 0.71 0.19 1.93 0.57 18.76 2.47 33.87 21.43 24.81 7.58 4.77 5.46
PETER 0.12 0.21 1.75 0.29 12.77 1.17 19.81 13.80 15.23 2.80 2.08 2.20
PETER+ 0.80 0.23 1.14 0.25 17.20 3.13 35.43 23.40 26.22 9.32 6.13 6.75
CER 0.78 0.31 1.24 0.44 19.88 3.12 34.98 24.22 26.60 9.24 6.37 6.86

TripAdvisor

Transformer 0.04 0.00 10.00 0.00 12.79 0.71 16.52 16.38 15.88 2.22 2.63 2.34
NRT 0.06 0.09 4.27 0.08 15.05 0.99 18.22 14.39 15.40 2.29 1.98 2.01
Att2Seq 0.06 0.15 4.32 0.17 15.27 1.03 18.97 14.72 15.92 2.40 2.03 2.09
PEPLER 0.07 0.21 2.71 0.24 15.49 1.09 19.48 15.67 16.24 2.48 2.21 2.16
ACMLM 0.07 0.41 0.78 0.94 3.45 0.02 4.86 3.82 3.72 0.18 0.20 0.16
NETE 0.78 0.27 2.22 0.57 22.39 3.66 35.68 24.86 27.71 10.20 6.98 7.66
PETER 0.07 0.13 2.95 0.08 15.96 1.11 19.07 16.09 16.48 2.33 2.17 2.09
PETER+ 0.91 0.38 1.51 0.26 25.68 5.02 34.97 30.36 30.26 10.75 9.48 9.13
CER 0.88 0.39 1.62 0.32 24.66 4.61 37.04 29.34 30.42 11.84 9.02 9.24

These results could indicate that CER, by addressing the issue of co-
herence, also generates texts of slightly better quality than PETER+.

Regarding the measures of explainability, there is a trade-off be-
tween a higher feature coverage provided by CER (FCR) and better
feature precision and diversity (FMR, DIV) provided by PETER+. In
conclusion, as observed differences are small, presented results show
comparable explanation quality of CER and PETER+.

5.3 Evaluation of coherence between explanation and
predicted rating

The coherence between the predicted rating and the generated expla-
nation was evaluated using the methods introduced in Section 3. In
the experimental evaluation, we compare the coherence obtained by
the proposed CER model and its predecessor PETER+. In addition,
we also evaluated the ground truth prediction-explanation pairs, as
the datasets were originally constructed with explanations heuristi-
cally extracted from user reviews by a method described in [8]. The
heuristic dataset construction process implies the possible occurrence
of noisy examples and thus may contain some incoherent examples.

Manual evaluation We first proceeded with the manual evaluation
of generated explanation and predicted rating pairs by two indepen-
dent human annotators. From each dataset we randomly selected 200
examples and performed the prediction by both models. In this way
we obtained 600 rating-explanation pairs5 for manual annotation for
each dataset (1800 in total). To avoid some potential biases, exactly
half of rating-explanation pairs for each dataset and each model were

5 including reference explanations from the dataset

annotated by one annotator and the other half by the other. The re-
sults of this evaluation are shown in Table 2.

Table 2. The results of manual analysis of coherence between explanations
and predicted ratings for selected methods.

% of coherent explanations
Yelp Amazon TripAdvisor

PETER+ 65,0 60,0 82,5
CER 68,0 63,5 89,0
Gold standard 73,5 70,0 74,0

Surprisingly, the manual analysis revealed a significant fraction
of incoherent explanation-rating pairs in the datasets typically used
to evaluate explainable recommenders. The percentage of references
coherent with the gold standard prediction ranged from 70% in the
Amazon Movies dataset to 74% in the TripAdvisor one. Consider-
ing the quality of used datasets, both PETER and CER models did
a good job in generating coherent results, producing on TripAdvi-
sor dataset even more coherent explanation-rating pairs than the gold
standard ones. In terms of coherence, CER outperformed PETER+
on each dataset. The score differences in favor of CER are up to 6,5
percentage points on TripAdvisor dataset and 3 percentage points on
the largest Yelp dataset. The relative reduction of PETER+ inconsis-
tency ranges from 8 to 37 percent.

Automatic evaluation With the encouraging results of the man-
ual evaluation, we continued with the automatic coherence evalua-
tion. We applied the methodology of trainable coherence metric in-
troduced in Section 3 and constructed a dataset for sentence clas-
sification from our annotated data. We fed these to the transformer-
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Table 3. The results of automatic coherence evaluation of explanations and predicted ratings for selected methods.

Dataset Evaluated architecture Evaluating model

1 2 3 4 5 6 7 8 9 10 Mean
Yelp PETER+ 81.16 87.53 77.73 88.41 86.4 88.43 81.77 89.05 91.02 50.55 82.21

CER 82.64 88.58 79.69 89.33 87.49 89.42 83.33 89.93 91.82 53.22 83.55

Gold standard 90.17 94.72 88.72 95.28 93.83 94.93 90.8 95.96 96.5 73.89 91.48

Amazon PETER+ 86.24 55.81 88.94 47.65 37.33 78.49 73.87 62.97 63.24 83.13 67.77

CER 86.39 56.21 89.29 48.27 38.06 78.18 74.12 62.95 63.62 83.25 68.03

Gold standard 89.31 57.82 92.03 48.56 36.18 79.78 77.71 65.3 67.82 86.13 70.07

TripAdvisor PETER+ 92.84 93.99 90.02 84.33 95.28 91.1 91.37 92.6 79.13 94.81 90.55

CER 91.49 92.78 88.63 83.26 94.41 89.43 89.88 91.41 77.56 93.84 89.27

Gold standard 87.71 89.77 85.35 78.88 91.76 84.13 81.52 88.06 69.1 91.72 84.78

based pre-trained language model BERT [3] and, following the trans-
fer learning methodology advised by the model authors, we built a
classification head on top of the representation of CLS token that
marks the beginning of the sentence in this model. The classification
head consists of a fully-connected neural network with two layers.
The network has 32 units in the hidden layer with hyperbolic tangent
activation function. Since the constructed dataset is class imbalanced,
the cross-entropy loss with class weights is optimized during train-
ing. For each of the datasets, we tuned classifier hyperparameters in
a 10-fold cross-validation process6. To obtain more stable results, the
reported values of the automatic coherence metric are averaged over
10 models trained with identical architecture.

The averaged results of the automatic evaluation as well as results
obtained for each separate classifier run are presented in Table 3. An-
alyzing the scores obtained for Yelp dataset, we can clearly see the
difference in coherence between predicted ratings and generated ex-
planations by PETER+ and CER. Each of the ten evaluation models
demonstrated that CER generates more coherent explanations than
PETER+ architecture. Consistently with human evaluation and our
expectations, there is a gap between the coherence of CER and the
references from the dataset.

The difference in coherence measure on Amazon dataset is smaller
than on the previously discussed Yelp dataset, but still, CER outper-
forms PETER+ according to 8 out of 10 evaluation models, while
one of the other two models shows a negligible difference of only
0.02%. Even though the absolute difference between averaged re-
sults for both models is not very large, it is worth noting that the
relative improvement of CER over PETER+ stands for over 11% of
the difference between PETER+ and the gold standard.

Finally, on TripAdvisor dataset PETER+ seems to achieve slightly
better results than CER. However, counterintuitively, the ground
truth data is even less coherent than the output of both PETER+ and
CER according to the automatic evaluation. Therefore, CER actually
obtains results closer to the gold standard ones than PETER+. This
phenomenon could be partially explained by PETER/CER architec-
tures rarely predicting low ratings (and thus rarely generating nega-
tive explanations) due to a high imbalance of this dataset in terms of
ratings. This problem, combined with conflicting results of the man-
ual and automatic evaluation, makes it difficult to draw clear conclu-
sions regarding CER coherence on this particular dataset.

5.4 Evaluating recommendation performance

The comparison of recommendation performance in terms of MAE
and RMSE measures is presented in Table 4. The obtained results
show that CER provides virtually identical recommendation quality

6 The chosen values of hyperparameters are presented in the online appendix

as PETER+ on all datasets and is also comparable to this offered
by other baselines. Therefore, the CER improvement of explanation
coherence does not degrade the recommendation performance.

Table 4. The comparison of the recommendation performance of CER,
PETER+ and other baseline methods.

Yelp Amazon TripAdvisor
RMSE MAE RMSE MAE RMSE MAE

PMF 1.09 0.88 1.03 0.81 0.87 0.70
SVD++ 1.01 0.78 0.96 0.72 0.80 0.61
NRT 1.01 0.78 0.95 0.70 0.79 0.61
NETE 1.01 0.79 0.96 0.73 0.79 0.60
PETER+ 1.01 0.79 0.95 0.71 0.81 0.62
CER 1.01 0.79 0.95 0.72 0.81 0.63

6 Summary

In this paper, we draw research attention to the problem of coher-
ence between generated textual explanations and predicted ratings in
the domain of recommendation systems. We argue that despite the
fact that a lack of coherence completely invalidates the provided ex-
planation, this aspect of the methods has not been properly captured
in the standard measures used so far in the experimental evaluation.
Moreover, it has been especially surprising that the conducted man-
ual verification of explanation-prediction coherence revealed that as
many as 30% of the reference explanations present in the commonly
used datasets are incoherent. Such a level of noise regarding a crit-
ical aspect of explanation quality was quite unexpected to be found
in the datasets used to construct theoretically more trustworthy rec-
ommendation systems. We believe that our experiments highlight the
need for the construction of new, less noisy benchmarking datasets
for explainable recommendations.

Nevertheless, the problem of insufficient coherence of predictions
made by currently proposed models is not entirely the result of train-
ing on noisy datasets, but also of a lack of proper handling of this
issue in the designed systems. In this paper, we propose an additional
intermediary task of explanation-based rating estimation, which pro-
vides an additional training signal that drives the recommendation
models toward producing explanations that are more consistent with
the predicted rating. The incorporation of this task to modern ex-
plainable recommenders led us to the proposal of Coherent Explain-
able Recommender architecture that obtains superior results in terms
of the coherence between generated explanations and predicted rat-
ings, at the same time not influencing negatively the quality of pro-
vided explanations and other measures of text quality. Still, the expla-
nations provided by CER may lack factuality, semantic coherence, or
causality – see the discussion of limitations in the appendix.
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