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Abstract. In citizen science, regular people provide invaluable in-
formation by contributing to scientific projects. Citizen science plat-
forms, such as SciStarter, provide easy access to numerous such
projects. Often, users contribute mainly to a relatively small set of
popular projects, while it is difficult for many projects to draw the
attention of users. Thus, increasing the contribution of users to such
low-popularity projects may increase scientific and societal impact.
In this paper, we explore the power of a recommender system to
draw attention to less popular projects. Standard use of recommen-
dation systems often leads to limited exposure of less popular (tail)
projects. We thus propose a re-ranking approach based on “lift boost-
ing,” which uses the statistical lift measure to enhance the exposure
of tail projects. By combining lift and traditional relevance measures,
our method re-ranks the recommendation list to emphasize projects
that are both relevant to the user while also have a high lift value.
We implement our approach on SciStarter, one of the biggest citi-
zen science platforms on the web. We conduct an online experiment
involving over 2000 real users. Our results show a positive shift to-
wards less popular projects without compromising overall contribu-
tion rates. This work demonstrates the potential of our lift-boosting
method for promoting the discovery of tail projects in citizen sci-
ence platforms, thereby fostering a more diverse range of scientific
contributions.

1 Introduction

In citizen science, scientists create projects that require the help of
the public in tasks such as data collection and analysis, allowing the
general public to participate in the scientific process. Citizen science
is hence a collaborative approach to scientific research that involves
the active participation of non-professional individuals, typically vol-
unteers, in data collection, analysis, and dissemination of scientific
findings [8]. Citizen science projects often focus on environmental
monitoring, and public health, among other areas [27].

The importance of citizen science is multifaceted. First, it enables
the collection of large-scale data over vast geographical regions and
extended periods, which is often challenging for traditional scientific
methods [13]. This helps to fill knowledge gaps and provide essen-
tial information for decision-making processes, such as policymak-
ing and resource allocation. Second, citizen science fosters public en-
gagement in science, and scientific literacy [11], developing a deeper
understanding of scientific concepts and methodologies.
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Figure 1. The SciStarter homepage shows the project finder (top right),
and the personal recommendation widget (bottom).

Citizen science platforms provide a gateway to citizen science
projects, hosting a collection of projects, and allowing users for easy
access to many projects. Indeed, the prevalence of active involve-
ment in online citizen science platforms has been rapidly increas-
ing [15, 22]. One of the popular platforms for citizen science is SciS-
tarter1. SciStarter offers a variety of projects for users to participate
in and contribute to, with over 180 affiliated projects on the web-
site platform. In the majority of SciStarter projects, volunteers col-
lect, categorize, identify, annotate, and label data, which is then com-
bined and examined to derive scientific findings. These activities can
be either indoor, necessitating only internet access for completion,
or outdoor, involving participants in physical tasks such as capturing
images of wildlife, natural surroundings, and more.

An important goal of SciStarter is to increase the number of people
that participate in multiple projects that it hosts. However, it has been
observed that while participants often engage with several projects

1 https://scistarter.org/
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on citizen science platforms, they consistently contribute mainly to a
select few on a regular basis.

The SciStarter platform hence provides several ways for users to
discover new projects. Figure 1 shows the SciStarter homepage, fea-
turing a Project Finder tool allowing interested users to search for
additional projects to participate in based on the project properties.

Another popular method to expose users to new projects is through
a recommender system — a system that actively suggests projects
to users [17, 24]. Indeed, SciStarter currently employs a recommen-
dation system [6]. This system aims to encourage users to interact
with additional projects on the platform, thereby increasing traffic
and engagement. To increase user’s acceptance, the system computes
personalized recommendations tailored to their preferences and in-
terests. The system employs a hybrid method combining user-based
and content-based approaches to generate recommendations and has
been operational since December 2019.

In many recommendation tasks, such as in e-commerce, or in con-
tent applications, such as Facebook or YouTube, the main goal of
recommendations is to provide additional interesting items for the
user, in order to increase the overall sales, or to keep the user en-
gaged. In SciStarter, as we explained above, another goal is to in-
crease the participation of users in projects. As in many other do-
mains, in SciStarter, some projects are much more popular, drawing
many users, while other projects are less popular. This phenomenon
is known as the popularity bias [2, 18, 30]. Many recommendation
systems hence end up recommending more popular items, as these
recommendations are more likely to be accepted by the user.

In the context of citizen science, on the other hand, an important
objective is for all projects to receive traffic, promoting overall sci-
entific advancement. Often, in the interest of promoting science, it is
much more important to draw users to the less popular projects, than
to add another user to very popular projects, following the law of
diminishing returns. Thus, a recommendation system that optimizes
the probability that the user will accept the recommendation, is per-
haps not the best choice in this domain.

The popularity bias may be reduced by showing to users recom-
mendations of less popular projects, that are relevant for them. Com-
puting such recommendations can be achieved by combining the
user-project relevance score that is computed by the recommendation
algorithm, with a statistical method that prefers less popular projects,
such as lift. Indeed, in a previous paper, a lift-boosting reranking ap-
proach was shown to provide good recommendation lists in offline
studies [30]. However, previous research has not evaluated how lift-
boosting affects the behavior of users in SciStarter.

This paper focuses on an online evaluation of the effects of lift-
boosting on users and projects in SciStarter. We conduct an online
study, where some users received recommendations from the orig-
inal, relevance-based system (cohort 1), while other users received
recommendations from the lift-boosting method (cohort 2). We com-
pare the behavior of users with respect to the acceptance of recom-
mended projects between the two cohorts. To do so, we measure
well-known metrics in recommendation system literature, such as
click-through rate (CTR) and hit-rate.

Our results show that our lift-boosting re-ranking method in-
creases users’ exposure to less popular projects without reducing
overall CTR. That is, users are as likely to click on a recommended
project produced by our lift-boosting method, as with the original,
relevance-based methods. Additionally, lift-boosting presents many
more projects that are less popular, increasing their visibility.

2 Background

Citizen science involves the participation of individuals in scientific
research by gathering, classifying, transcribing, or examining scien-
tific data [8]. Citizen science platforms provide access to a multi-
tude of diverse projects, all depending on the efforts of volunteers
to advance the scope of scientific understanding. Citizen science of-
fers considerable scientific, educational, and societal advantages. It
introduces novel methods for the public to participate in scientific
research, allowing volunteers to collaborate in data monitoring and
data gathering initiatives without making strong assertions.

Recommender systems are frequently employed by e-commerce
websites to provide personalized product recommendations, tailored
to their customers’ preferences [26]. These systems often analyze
users by examining their historical data. Through these methods,
recommender systems generate personalized suggestions of potential
items that are specifically designed to cater to the user’s preferences.

Collaborative filtering (CF) is a widely utilized technique in the
realm of recommender systems, primarily employed to generate per-
sonalized suggestions for users based on their historical preferences
and those of similar users [14]. The foundation of this approach lies
in the assumption that individuals with similar tastes in the past will
continue to exhibit similar preferences in the future. Collaborative fil-
tering can be divided into two main categories: user-based and item-
based approaches. User-based collaborative filtering involves identi-
fying users who share comparable interests with the target user and
recommending items that similar users have enjoyed [25]. Both ap-
proaches have proven to be effective in a variety of domains, such as
e-commerce, online media platforms, and social networks, enhanc-
ing user experiences by offering tailored recommendations.

The SciStarter platform contains an active recommendation sys-
tem, which employs a hybrid approach, combining both user-based
and item-based methods [6, 12, 1]. The system utilizes matrix fac-
torization (MF), a widely recognized technique, to compute user-
based scores, specifically through Bayesian Personalized Ranking
(BPR). In addition to user-based scores, content-based scores are de-
termined using various project attributes, including topics, locations,
and project descriptions. This integrated approach enables the gener-
ation of more accurate and relevant recommendations for users.

Bayesian Personalized Ranking (BPR) is a widely recognized ma-
trix factorization technique that represents the relevance between
users and projects in a latent space, characterizing both entities.
Given the latent space size, k, for users and projects, the two de-
composed matrices PU,k and QI,k are derived by minimizing the
discrepancy between the approximated matrix M̂ = PQT and the
original matrix M . Consequently, a set of vectors, �u for user u and �p
for project p, is produced, and the relevance score can be computed:

r̂MF = �u · �p =
∑

i = 1k�ui · �pi (1)

The content-based approach utilizes various information about
projects on the platform to generate relevant recommendations. This
method takes into account factors such as project popularity, geo-
graphic proximity to users, and project tags (e.g., space, wildlife).
The cosine similarity between two projects, i and j, is:

sim(i, j) =
|Fi ∩ Fj |
|Fi| ∗ |Fj | (2)

In this equation, Fi represents the set of features for project i.
The recommendation score for project i, denoted as R̂CB

u,i , is calcu-
lated by summing the similarities between project i and all projects
in Proju, the set of projects that u has previously contributed to:
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R̂CBu, i = Σj ∈ Projusim(i, j) (3)

In the context of recommendation systems, it is often the case that
the distribution of user selection of items follows the power law dis-
tribution. That is, the amount of users who select an item rapidly
decreases, where a relatively small set of items, often called “head”
items, are highly popular, selected by many users, while the majority
of the items, the “tail” items, are much less popular receiving lit-
tle user attention. The term head items often refers to the top 20%,
while the tail items capture the bottom 80%. This division is related
to the Pareto Principle, a concept that is frequently observed in vari-
ous fields of study [23].

One of the challenges associated with recommendation systems is
the popularity bias, which is closely related to the division of head
and tail items. Popularity bias occurs when the system predominantly
recommends popular items, or head items, to users, while neglect-
ing less popular items, or tail items. Thus, popular items are getting
much more visibility, and hence, more users choose them, while tail
items are rarely presented to users, further decreasing their chance of
getting user’s attention.

3 Related Work

The problem of popularity bias is well-known in recommender sys-
tems literature. Many recommendation algorithms often rank higher
items with greater popularity [2, 18]. In many applications, this phe-
nomena is not necessarily problematic. For example, an e-commerce
website may be mainly interested in increasing sales, regardless of
whether it sells popular or unpopular items. Content websites, such
as YouTube or Facebook, are primarily interested in increasing user
engagement, not in enhancing traffic to less popular videos.

Many methods were suggested for debiasing of popular items.
Such methods attempt to increase the portion of recommendations
of tail items.

The Opinion-Based Collaborative Filtering (OBCF) [33] method
aims to reduce the popularity bias. The proposed method is designed
to enhance recommendations by assigning weights to items based on
their influence on the user model in relation to their popularity. Build-
ing on the foundations of traditional user-based collaborative filter-
ing, OBCF incorporates weighting functions to evaluate user similar-
ities effectively. They run offline experiments using the MovieLens
dataset, and the proposed methods were tested and evaluated using
NDCG, demonstrating higher accuracy and diversity.

In another study, the impact of social network effects on popular-
ity bias is investigated [9]. The authors identify two types of biases:
discovery bias, which pertains to the sources through which users
discover items, and decision bias, which often leads users to be more
inclined to rate items they like as opposed to those they dislike. To
examine the relationship between the efficacy of popularity and vari-
ous social behavior configurations, the authors develop a probabilis-
tic model and conduct simulations. The experiments collect social
network data from Facebook, similar in scale to MovieLen 1M, and
use it to simulate ratings. They run simulations, demonstrating that
popular items can boost perceived precision.

Explicit Query Aspect Diversification (XQUAD) is a method that
originated from information retrieval and is used for result diversifi-
cation, especially in web search engines. This approach was adapted
by Himan [3] to recognize the difference among users in their interest
in tail items. The approach suggested is a re-ranking approach, tak-
ing the output from a given recommendation system which generates
a score ri for each potential project i, and re-ranking these scores to

manage popularity bias. Unlike our proposed method, this re-ranking
approach is a temporal approach based on the xQuAD diversification
algorithm which aims to improve tail recommendation over time. In
their experiments, the authors also used the MovieLen dataset, along
with another dataset called the Epinions dataset, which is gathered
from a consumer opinion site where users can review items.

UPD (User Popularity Deviation) [4] emphasizes the shortcom-
ings of existing metrics in evaluating the effectiveness of popular-
ity bias mitigation. The authors note the lack of attention given to
user-centered evaluations of this bias, which can lead to different im-
pacts on users depending on their interest levels in popular items. In
their experiments, they assess various methods for mitigating popu-
larity bias and introduce a new metric to address these limitations.
Their proposed approach, called Calibrated Popularity (CP), is a re-
ranking method inspired by [29]. It aims to balance the distribution
of recommended items between popular and less-popular items. For
instance, if a user consumes twice as many popular items, the recom-
mendation set should maintain the same ratio between popular and
less-popular items. They demonstrate in an offline study the variety
between users, and how popularity debiasing methods may affect dif-
ferent users with different tastes. The proposed UPD metric may not
be suitable for certain online applications. For example, in our citizen
science application, fewer than 10% of users participate in more than
10 projects [12], posing a challenge in accurately calculating UPD.

The concept of fairness is also considered with respect to popular-
ity bias. In some applications, it may be considered unfair to avoid
recommending less popular items.

Smith’s work [28] delves into the issue of fairness, specifically
examining its meaning within the context of recommendation sys-
tems where multiple stakeholders are involved. Their user study in-
volved 30 participants who were asked to share their thoughts on
fairness in recommendation systems. Similarly to this work, we also
encounter multiple stakeholders, such as users, project administra-
tors, and SciStarter platform representatives. The participants’ views
echoed the sentiment that an algorithm must be unbiased to be con-
sidered fair. One participant, for example, highlighted the "wealthy
getting wealthier" issue, referring to the phenomenon where popular
projects receive additional exposure. They show, in offline experi-
ments, that their approach is capable of recommending unique long-
tail items while maintaining comparable ranking accuracy.

An intriguing study in AI fairness is presented by [31]. In their re-
search, they conducted both offline and online evaluations using a de-
biased recommender system. The offline results were gathered using
the Facebook dataset, demonstrating that the debiased recommender
was fairer without compromising prediction accuracy. Although the
offline results were promising, the online study, conducted with 200
students from a U.S. university, indicated that users on average pre-
ferred the original biased system over the debiased one. While the
paper primarily focuses on gender bias, its findings suggest that for
some applications, one could argue that fairness is not necessarily
beneficial to the user.

An increasing number of researchers work on GANs in several do-
mains including recommender systems [7, 10]. GANs often focus on
maximizing user utilities rather than fairness between recommending
popular items to non-popular items. FairGAN authors [20] suggested
approach aims to tackle that by balancing the learning process of a
GAN by giving the model fairness signal in the training process. The
approach has three phases, (i) training a “Ranker” component which
aims to maximize user utility by capturing user preference; (ii) train-
ing a "Controller" to capture the current item distribution; (iii) con-
trolling fairness by generating a fairness signal and feeding it to the
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Ranker from phase 1. In their experiment, the authors [20] compare
various GANs, including ’regular’ GAN, FairGAN, and NaiveFair-
GAN. They show, in offline experiments that producing recommen-
dations that are more fair, that is, providing recommendations over
less popular items, can increase the accuracy.

Another study explores the evaluation of unfairness in popularity
bias [32]. This research assesses the popularity bias issue from the
users’ point of view and seeks to address it by treating items as es-
sential stakeholders. The authors pinpoint five critical discriminative
features based on users’ rating behavior and examine the connec-
tions between these features and users’ original preferences for item
popularity, as well as the possible unfairness concerns arising from
popularity bias in recommendations. Their offline experiments in-
volve various state-of-the-art methods, which are tested across four
different datasets, including MovieLens. For each dataset, the au-
thors classify users into three groups based on the previously defined
features of their rating profiles. In their findings, they discovered that
the popularity propensities of individual users are strongly correlated
with the majority of the suggested features, leading to varying trends.
Specifically, they mention user groups who interact frequently, are
’picky’, and are difficult to predict. These users often receive unfair
and less accurate recommendations that do not entirely fulfill their
needs, despite being important users.

Several studies attempted to measure the user’s response to rec-
ommending non-popular items.

In the study of item familiarity [16], the authors conduct a user
study where they expose participants recruited on a crowd-sourcing
platform to system-provided recommendations, based on the Movie-
Len dataset. Following that, and based on meta-data information,
participants had to rate the movies and assess the recommendations
lists as a whole regarding additional aspects such as diversity, trans-
parency, or surprise. The results of this study showed that users found
the best recommendations to be non-personalized recommendations
of popular items. One of their analysis revealed a correlation between
item familiarity and user acceptance. We observe similar trends in
our study, as users, even when shown recommendations for less pop-
ular projects, still, click more often on the more popular projects.

A method for discovering novel recommendations using a graph
was introduced by [19]. This graph-based recommender system
constructs a highly-connected, undirected graph by utilizing only
positively-rated items as nodes and positive correlations as edges.
By using both entropy and the linked items in the graph, the system
is able to find both novel and relevant recommendations. Obviously,
there is a clear (negative) correlation between novelty and popular-
ity, where popular items tend to be less novel. A user study was
conducted on a custom-built website to evaluate their graph-based
recommendation system. At the custom website, each algorithm out-
put was a top-5 recommendation presented to the user in a random-
ized order. The results showed that the suggested algorithm provided
novel recommendations, without impacting relevance too much.

To conclude, while many previous studies suggested methods for
managing the popularity bias, and there were some attempts to pro-
vide user studies that measure the effect of such methods on people,
we did not find any previous study measuring the effect of popularity
debiasing methods on a large number of users in a real application.

4 Lift-based Reranking of Low Popularity Projects

We now describe the method for improving recommendations of less
popular projects [30]. This method first computes a set of projects
that are predicted to be relevant to the particular user using our hy-

brid engine, which combines a collaborative filtering algorithm, and
a content-based approach. Then, the projects in the relevant set are
ranked such that lower-popularity projects take precedence.

First, we describe the necessary notations. Let U be the set of users
and P be the set of projects. We denote by Pu the set of projects
that user u has taken part in, and Up is the set of users who have
contributed to project p.

In data mining and associative rule learning, the lift measure
[5, 21] measures the increase in the posterior probability of event
j given event i, versus the prior probability of event j. Alternatively,
lift measures the increase in the probability of the occurrence of event
j when it coincides with the occurrence of event i, relative to the
probability of observing events j and i independently:

Lift(j, i) =
p(j | i)
p(j)

=
p(j ∩ i)

p(j) · p(i) (4)

In practice, we do not know the exact prior and posterior probabili-
ties of items, and we hence use a maximum likelihood estimator over
the observed participation in these projects in our dataset. Hence, we
compute the empirical lift:

Lift(j, i) =
|Uj ∩ Ui| · |U |
|Uj | · |Ui| (5)

A well-known problem with the empirical lift is that for projects
with only a handful of visits, the maximum likelihood estimator often
grossly underestimates the true prior. For such an unpopular project
i, the empirical Lift(i, j) is estimated to be very high for any other
project j. It is hence common to use a threshold on the number of ob-
servations, and if the project was visited less than this threshold, set
its lift to 0, denoting an unknown value. This nullifies the probability
that this project will be shown to the user (see equation 6).

As previously mentioned, the Lift(pj , pi) measures the likeli-
hood that a user will engage in a new project, pj , given their prior
participation in the project pi. We define the lift of a recommended
project pj for a target user u as the median lift between pj and all
projects in which u has previously participated:

Lift(pj , u) = medianpi∈PuLift(pj , pi) (6)

The lift value for a recommended project pj targeting user u will
be higher if more users have participated in both pj and another
project that user u has been involved in before, and if the overall
popularity of project pj is low.

Our method is a combination of lift and relevance measures to rank
the recommendation list. Our system uses a base recommendation al-
gorithm, denoted as a, which takes a user u and a project pj as inputs
and produces the relevance score r̂a(u, pj), indicating the relevance
of project pj to user u.

More specifically, in the context of the SciStarter platform, a is the
hybrid collaborative filtering, content-based, method.

To generate a list of recommended projects for user u, we first use
a to provide a relevance score for all projects that u has not yet par-
ticipated in. Then, we order the list of relevant projects by decreasing
Lift(u, pj)× r̂a(u, pj). This approach emphasizes projects that are
relevant to user u and have a high lift value for them. We refer to this
approach as “lift boosting”.

5 Online Evaluation

We now discuss the main contribution of the paper — evaluating how
our lift-boosting reranking method affects project participation in the
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Figure 2. A snippet of a set of recommendations, shown to user “Guy” when clicking the “see more recommendations” button at the homepage.

SciStarter platform. We conducted an online study, where some users
received recommendations from the reranking method, while other
users received the recommendations ranked by the existing SciStarter
recommender system, based only on the relevance to the user.

Because projects are hosted on websites and apps external to SciS-
tarter, APIs between projects and SciStarter are used to validate
participation. However, our recommendation system uses data from
SciStarter’s clickstream and is only exposed to the activity within
SciStarter platform (not the data from the APIs). Hence, in many
cases, we only know whether a user has observed, liked, saved,
shared, or clicked to visit the project’s website from the project page
on SciStarter, not whether the user has contributed to the project. This
data is available to the SciStarter team through an Because of this,
recommendations displayed to logged in users are based on click-
stream data not API/participation data.

5.1 Displaying Recommendations in SciStarter

SciStarter provides a web platform that enables users to participate
in various projects. These projects may either be hosted online or re-
quire physical attendance, with some managed directly within SciS-
tarter, called affiliate projects, and others directing users to exter-
nal sources to complete their contributions. SciStarter offers several
ways for users to discover new projects. Users can use the Project
Finder tool to search for projects based on properties such as topic
or location. Personalized recommendations are presented immedi-
ately in the homepage. Then, if users click the “see more recom-
mendations” they are transferred to a page showing additional rec-
ommended projects (Figure 2). In this page users can see and click
any recommended project, with a thumbnail image for each project
alongside the recommended project name.

5.2 Case Study

To demonstrate the effects of our re-ranking method, we present an
example of the recommended projects generated for two users on

the SciStarter platform – one user who received relevance-based rec-
ommendations, and another user that received lift-boosting recom-
mendations. Table 1 shows the top-10 recommendations produced
by the relevance recommendation algorithm, and the top 10 recom-
mendations produced by lift-boosting re-ranking algorithm for both
users, although each user received just one type of recommendations.

The Relevance-Based user was presented with relevance-based
recommendations (grayed column, top-left). We also show for this
user which Lift-boosting recommendations they could have received
(top-right). In the same manner, the Lift-Boosting user was presented
with the lift-based recommendations (grayed column, bottom-right).
We also show which relevance-based recommendations that user
could have received (bottom-left).

The popularity column for each recommendation type presents the
project’s popularity rank, as well as whether it is a head project (H),
or a tail project (T). The recommendations column for each recom-
mendation type shows the results of each method, ordered by de-
creasing score.

As can be seen, in the lift-boosted recommendations, many tail
items are promoted to the top of the list. On the other hand, the Stall
Catchers project, by far the most popular project in SciStarter, was
pushed out of the recommended projects in the lift-boosted list.

The bolded recommendations indicate that the specific user had
accepted (clicked on) the recommended project during the study. As
seen in the table, the particular user that was assigned to the lift-
boosted cohort clicked on two tail projects, while the user in the
relevance-based cohort, did not click on any tail item. Of course, the
relevance-based user was not shown the lift-boosted recommenda-
tions (top-right), which would have exposed her to many tail projects,
as demonstrated in the table. Thus, this user may have been unaware
of these tail projects and missed the option to contribute to them.
Clearly, one cannot expect users to choose less popular projects if
they are unaware that these projects exist.
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Popularity Rank Relevance-based Recommendations Popularity Rank Lift-boosting Recommendations

Relevance-Based User
4 (H) Globe at night 80 (T) Dragonfly Swarm Project
6 (H) The neureka project 47 (T) never home alone

12 (H) globe observer: Clouds 53 (T) Herp Mapper
1 (H) Stall Catchers 12 (H) globe observer: clouds

61 (T) Roadkill reports 50 (T) globe observer: mosquito habitat mapper
10 (H) Phylo 61 (T) roadkill reports
24 (H) Squirrel mapper 12 (H) I See Change
5 (H) Crowd the tap 48 (T) Satellite Streak Watcher

33 (H) Globe Observer: Land Cover 42 (T) questagame
22 (H) Osa Camera Trap Network 70 (T) Curio

Lift-Boosting User
1 (H) Stall Catchers 47 (T) Never Home Alone
2 (H) Project Squirrel 37 (T) Caterpillars Count!

4 (H) Globe at Night 41 (T) Land Loss Lookout
36 (H) Silent earth 2 (H) Project Squirrel

12 (H) globe observer: Clouds 46 (T) Tree Snap

12 (H) I See Change 4 (H) Globe At Night
47 (T) Never Home Alone 5 (H) Crowd The Tap
14 (H) ant picnic 48 (T) Satellite Streak Watcher
18 (H) Globe Observer: Trees 12 (H) I See Change

44 (T) zoombee watch 38 (T) Disk Detective

Table 1. Case study — recommendation lists for two example users in our study, relevance-based and lift-boosting. H, T denote head and tail items.

Figure 3. Project popularity — amount of unique users who participated in a project. We show here only the 97 projects (of 184 projects in total) that had at
least 20 participants.

5.3 Study Procedure

Throughout the course of the study, which took place between March
18, 2023, and May 05, 2023, a total of 2101 of registered repeated
users who logged into SciStarter were randomly assigned to one
of two cohorts. Cohort 0 (relevance-based recommendations) con-
tained 1043 users, while cohort 1 (lift-boosted recommendations)
contained 1058 users. We also computed the average user participa-
tion in projects during the study period. Users participated on average
in 1.18 projects, with a standard deviation of 1.84, showing that some
users participate in several projects, while many participate only in
a single project. There were no statistically significant differences
between the cohorts with respect to project participation.

Figure 3 shows the distribution of users who contributed to
projects. As can be seen, the data follows the power law distribu-
tion, as expected, with the most popular project receiving contribu-
tions from about 11000 unique users, 6 projects receiving 2000-5500
unique users, and 12 projects receiving 1000-2000 unique users. The

20% cutoff that we set for the head-tail split is at 313 users. We stress
that the head-tail split is not used in the algorithm, but rather only for
ease of exposition of the results.

As we explained above, lift computations are grossly inexact when
the amount of users that choose a project is very low. In our experi-
ments, we set this value empirically to 20 users. That is, we set the
lift of projects that receive less than 20 users to 0, and hence, they do
not get recommended in the lift-boosting method. Figure 3 does not
show the 87 projects that received less than 20 users.

5.4 Results

To evaluate the effectiveness of our lift-boosted recommendation set,
we analyze the users’ interactions with the recommended projects on
the platform, particularly their engagement with less popular projects
(Tail) and popular projects (Head).

First, of the 2101 users in our study, only 575 (27.36%) clicked on
at least one recommended item. This is not very surprising, because
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many users treat SciStarter as the entry point to a single project that
they participate in, and are not currently interested in joining other
projects. This result is almost identical (no statistically significant
difference detected) for the two cohorts — 26.55% for users who
received relevance-based recommendations, and 28.16% for users
who received the lift-boosting recommendations. This shows that, at
the very least, users who received the lift-boosting recommendations
were not less likely to click on a recommended item.

Table 2 compares the two cohorts’ click-through rate (CTR),
which is the amount of clicked recommendations of all presented
recommendations. As seen in the table, the CTR between the two co-
horts is comparable (no statistically significant difference detected).
The CTR value of less than 3% click rate is customary in the field
and is not surprising, as in this application type it is unlikely for a
user to click on more than a single item in a list.

We hence also report the hit rate — the portion of recommenda-
tion lists where at least one item was clicked. As can be seen in the
table, the hit rate is comparable for the two conditions and is about
30% (no statistical significant difference detected). As the lists can
be long (see Figure 2), a single click in a list corresponds to a rela-
tively low CTR. In other words, these results demonstrate that despite
lift-boosting by presenting users with recommendations that may be
perceived as less popular, they remain sufficiently pertinent and rel-
evant such that there is no decrease in the users’ overall interest.

Delving deeper into the hit rate, we split the hits between lists
where the clicked item was a head project (denoted Head Hit Rate),
and lists where the clicked item was a tail project (Denoted Tail Hit
Rate). As can be seen, lift-boosting causes people to click more often
on tail items, although obviously, people still click twice as much on
head projects. This is not surprising — popular projects are popular
because people like them. It is not reasonable to expect that peo-
ple would not choose popular projects. However, our lift-boosting
method improves the number of tail projects that got the user atten-
tion.

Cohort CTR Hit-Rate (HR) Tail HR Head HR

Relevance-based 2.81% 29.2% 7.1% 22%
Lift-boosted 2.62% 30.43% 10.38% 20.9%

Table 2. CTR and Hit-Rate for relevance-based and lift-boosted
recommendations.

Figure 4 shows the ratio of clicked projects for each cohort, sep-
arated into head and tail projects. While it seems that there is an
increase in clicks of tail items in the lift-boosting condition, the dif-
ferences are not statistically significant. We hypothesize that as addi-
tional data would be collected, a statistically significant improvement
in users clicks on less popular projects may be observed.

We end our analysis by analyzing the portion of head and tail items
presented to users in the two cohorts (Figure 5). As can be seen, in
the relevance-based cohort, only 26.14% of the recommendations
correspond to tail items. In the lift-boosted cohort, on the other hand,
59.23% of the recommendations are for tail projects. This difference
is statistically significant (chi-squared test, p<0.0001). Still, the lift-
boosting maintains some recommendations for head items. This is
expected and desirable — as we said above, popular projects are of-
ten liked by the user, and we would not want to bar them from the
user altogether. However, as Figure 5 shows, the lift-boosting method
significantly increases the visibility of tail projects.

To conclude, the results above show that our lift-based method

Figure 4. Portion of recommended items clicked by users, compared based
on the popularity of the items.

Figure 5. Recommended projects shown to users, compared based on the
popularity of the projects.

provides much more visibility for less popular projects, at the ex-
panse of the more popular projects. This is done while preserving the
overall Click Through Rate in the system.

6 Conclusion

In this paper we described an online study to evaluate the effects of
using lift-boosting to rerank recommended citizen science projects
in the SciStarter platform. Our approach increased the visibility of
less popular (tail) projects, allowing them to receive more traffic,
and helping them to promote their research. We showed that while
lift-boosting increases the visibility of tail projects, it does not re-
duce user’s interest, as reflected by the similar CTR between users
who receive recommendations based solely on personal relevance,
and users who received lift-boosted recommendations. These results
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demonstrate the potential efficacy of lift-boosting for increasing ex-
posure of tail items in recommendation based systems.

In future research, we intend to explore user interface modifica-
tions that would further draw the attention of users to tail projects,
for example, by adding a banner on the project thumbnail with a
message such as “This project needs your help”. Such cues should
be well thought of, so as to not cause negative attitudes towards the
projects. Additionally, we plan to run larger scale experiments, to
further investigate the impact of lift-boosting on the CTR of head
and tail projects. Finally, we intend to investigate lift-boosting ap-
proaches in other recommendation based systems outside the citizen
science domain.
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