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Abstract. In the process of high value patents evaluation, the important features of 
patents obtained through feature selection largely affect the performance of the 
classifier. The traditional feature selection method has the problem of single 
evaluation factor, and should combine multiple evaluation factors for a more 
comprehensive screening of features, so this paper proposes a feature selection of 
high value patents based on random forest, which obtains through the random 
forest algorithm The method obtains the influence factor, enhancement factor and 
importance factor of features by random forest algorithm, and combines the three 
factors for a more comprehensive screening of the original patent feature set to 
obtain the important features of high value patents. Through comparison 
experiments with the single factor method, it is proved that the method has better 
feature selection effect. 
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1. Introduction 

The existing patent value evaluation research is still at a relatively preliminary stage, 
because the patent value has the characteristic of being difficult to measure directly, so 
many evaluation tasks are still done manually by industry experts, and the accuracy and 
efficiency of the evaluation cannot be guaranteed. However, patent value is often 
closely related to certain characteristics of patents, so it is of great research significance 
to realize accurate and efficient patent value evaluation by screening out these 
characteristics that have an important influence on patent value evaluation through 
scientific feature selection methods. With the development of computer technology, 
machine learning has been widely applied to the study of feature selection, and how to 
filter out the important features that are more effective for patent value evaluation 
through machine learning has become one of the hot spots for scholars to study [1-3]. 

2. Related Work 

Traditional feature selection methods are mainly based on statistical methods. Harhoff et 
al [4] considered that the number of citations of patent documents can be used as an 
important feature for evaluating high value patents; Li et al [5] proposed that citation 
network has a close relationship with patent value based on the number of citations; 
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Bekkers et al [6] proposed that the number and content of claims are the determining 
factors for measuring high value patents; Ping Xie [7] calculated the high value patents 
evaluation method by TOPSIS method of feature weights; Yuan Run et al [8] evaluated 
high value patents by rough set theory on the basis of constructing a high value patents 
identification framework containing three index features and determining a high value 
patents index system containing eight index features. 

The disadvantage of the traditional feature selection methods are that the process 
of statistical calculation is relatively complex, the data has a certain degree of 
complexity, and the data features will grow exponentially due to the increase in 
dimensionality. Therefore, statistical methods are still difficult and not very practical to 
use in reality. With the development of machine learning technology, more machine 
learning technology has been applied to feature selection methods in the field of patent 
valuation, and considerable research results have been achieved. Heeyong Noh et al. [9] 
filtered the subject matter features of technologies through machine learning methods, 
and believed that patents in line with the subject features of technology had higher 
value. Through research, filtered the subject matter features of technologies through 
machine learning methods and concluded that patents that conform to the subject 
matter features of technologies have higher values; Kim C et al. [10] found that high 
value patents are often characterized by overlapping technical subject features; C. Y. 
Lee et al. [11] used machine learning technology to construct a patent value evaluation 
index system and carried out early identification research on high value patents; Yihui 
Qiu et al. [12] constructed a high value patents index system by screening out 
important features based on the feature selection method of classification regression 
tree model; Limin Bai et al. [13] proposed an intelligent evaluation model of potential 
high value patents based on a neural network algorithm on the basis of constructing 
three major index systems of basic index, technical index and market index. 

In summary, with the development of computer technology and the increase of 
complexity of patent value evaluation problems, advanced technologies such as machine 
learning are widely used in the field of patent value evaluation, and more and more 
scholars apply machine learning technology to the research of feature selection of high 
value patents, which has an important role in promoting the efficiency and effectiveness 
of patent value evaluation. 

3. Theoretical Background 

3.1. High Value Patents 

As a form of intellectual property, patent provides legal protection to patent owners and 
is an important protection barrier for intellectual property. The number of patent 
applications granted in China has increased rapidly in recent years, with the number of 
patent applications granted increasing by about five times from 2011 to 2021, as shown 
in Figure 1. Although the number of patents is increasing, only a few of them are high 
value patents. The essence of the fierce competition between enterprises in the future is 
the competition of intellectual property rights, among which high value patents are 
particularly important, which often represent the core competitiveness and core 
technology of enterprises. 
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Figure 1. Growth chart of domestic patent application authorization from 1998 to 2021.

To study the feature selection in the process of high value patents evaluation, the 
connotation of high value patents should be clearly defined. Although there is no clear 
definition of high value patents in basic theoretical research at present, in practice, it can 
be found that the value of patent is gradually formed in the process of technology 
research and development, application confirmation, technology transformation and 
technology application, which runs through the whole process of patent from creation to 
application. High value patents often have the characteristics of high technical value, 
high legal value, high economic value and high market value. Therefore, in the process 
of feature selection for high value patents, factors to be considered include technical 
factors, legal factors, economic factors and market factors.

3.2. Random Forest

How to screen features from patent data and measure patent value according to the 
selected features and index system is an important step in high value patents evaluation. 
Random forest, as a supervised machine learning integration algorithm, can achieve 
better generalization performance than single decision tree by constructing and 
combining multiple decision trees to complete the task. Even though the ability of each 
decision tree is very weak and the prediction accuracy is very low, the accuracy of 
random forest algorithm is significantly improved after combination. In the high value 
patents evaluation task, because of its strong generalization ability and high 
classification performance, it is outstanding in the patent classification task, and it is also 
suitable for the screening of patent characteristic index.

As shown in Figure 2, the main steps of building a random forest model are as 
follows: Suppose the original data set X contains N samples, each with m-dimensional 
features.

Original Data Set X

A random sampling of the original data set was performed

Train Set 1 Train Set 2 Train Set K

Decision Tree 1 Decision Tree 2 Decision Tree K

M features are randomly selected for each training set

The vote determines the final outcome

Figure 2. Flow chart of random forest classification algorithm
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� Firstly, the Bootstrap idea was used to conduct random sampling with 
replacement from the original data set, with the sample size of 2N/3 each time; 

� m (m<M) features were used as the input of the training decision tree to 
construct the decision tree; 

� Repeat the above two steps K times to produce K decision trees to form a 
random forest; 

� Finally, the classification results of K decision trees are integrated to obtain the 
final classification results. 

Random forests for contain noise and the data with missing values has good 
prediction accuracy, and can handle a large number of input variables, has faster training 
speed, in recent years has been widely used in many fields such as classification, feature 
selection, as high as the research patent value feature selection and screening high value 
patents important characteristics of the effective methods. 

Therefore, this paper proposes a feature selection method for high value patents 
based on random forest. The influence factor, promotion factor and importance factor of 
features are obtained through the training of random forest algorithm, and these three 
factors are used as evaluation indexes to screen out the important features of high value 
patents. Compared with the single factor method, the feature selection method proposed 
in this paper has a good feature selection effect, which provides a reference for enriching 
the feature selection methods of high value patents. 

4. Data Source and Method 

4.1. Data Source 

Wisdom buds patent database with 160 million global patent data, covering 126 
countries and regions, with the authority of the richness of patent data and patent 
evaluation index, the wisdom buds patent database through from the market, economic, 
legal and technical level four dimensions to measure the value of the patent, and patent 
value can be divided into five star, The higher the star rating, the greater the value of the 
patent. The dimension of measuring patent value in Wisdom buds patent database is 
consistent with the connotation and characteristics of high value patents. Therefore, this 
paper selects patent data in Wisdom buds patent database as experimental data to verify 
the effectiveness of feature selection method. 

In China, all the patents selected in this paper are from 2016 because it takes at least 
18 months from application to publication and the number of patents cited is divided into 
the number of citations within 3 years and the number of citations within 5 years. 
Because the probability of patents being cited is consistent, the influence of the time 
factor on the experimental results is eliminated. A dataset containing 15 features is 
obtained on the basis of the Wisdom buds patent database combined with the Patent 
Value Index Guidebook, and the experimental data are trained supervised with the patent 
value defined in the Wisdom buds database as the label, as shown in Table 1. 

Table 1. Feature set of patent data 

No. Characteristics of the name No. Characteristics of the name 
1 Number of claims 9 Total number of cited patents 

2 Cited the number of patents 10 Number of non-patent citations 

3 Refer to the number of patents 11 Number of applicants 
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4 Number of citations in 3 years 12 Number of inventors

5 Number of citations in 5 years 13 Number of litigation cases

6 Number of members of the same clan 14 Legal status

7 Patent type 15 Priority country

8 License type

4.2. Method

This paper presents a high value of patent feature selection method based on random 
forest, based on prediction accuracy improved characteristics influence factor and factor, 
and through the characteristics of its own characteristics of random forest algorithm is 
importance factor, influence factor, enhance get patent value evaluation factor and the 
importance factor of the optimal feature subset, I-I-I Factor for short, as shown in Figure 
3.

Feature Set
Number of 
factors>1

Randomforest

Influence
Factor

Improvement 
Factor

Importance 
Factor

Major 
Features

Figure 3. Feature selection of high value patents based on random forest

The basic idea of calculating the Influence Factor of features (Influence Factor) is to 
define the Influence degree of a feature on the prediction accuracy of random forest 
model in the case of complete features as the Influence factor of the feature. The higher 
the Influence degree is, the more important the feature is to the evaluation and prediction; 
the lower the Influence degree is, the less the feature is related to the evaluation and 
prediction.

Assuming that the original data set X contains i features, the influence factor id
of the feature i can be written as follows:

i id P A� � (1)

Where P represents the prediction accuracy of the random forest model under the 

complete set of features, iA represents the prediction accuracy of the random forest 

model after eliminating the i th feature, and the set of feature influence factors is 

expressed as � �1 2, , , iD d d d� �, id, i .

The basic idea of feature improvement factor calculation is to define the 
improvement degree of prediction accuracy of a certain feature to random forest model 
in the case of empty set as the improvement factor of this feature, and the higher the 
improvement degree, the higher the importance of this feature.
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The iu formula of the i th feature is:

i iu B� (2)

Where iB represents the prediction accuracy of the random forest model after 

adding the feature i under the empty set, and the feature improvement factor set is 

expressed as � �1 2, , , iU u u u� �, iu, .

The basic idea Of calculating the importance factor Of features through random 
forest is to quantify the contribution degree Of each feature to the classification 
performance Of the constructed decision tree K . The contribution degree is usually 
expressed by the Important Factor Of features and the Out Of Bag (OOB) error rate is 
used as the evaluation index.

First define the indicator function:

� �
1

,
0
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(4)

Where, k
on is the number of observed samples of the k decision tree. pY is the 

real classification label corresponding to the p sample, k
pY is the predicted 

classification result of the K th decision tree on the p observation of OOB data before 

random replacement iF , and , i

k
pY � is the classification result of the k decision tree on 

the p sample after random replacement iF , where the k decision tree needs to be 

retrained. When feature iF does not appear in the k decision tree, 0OOB
kih � .

The importance factor of feature iF in the whole random forest is defined as:

1

K
OOB
ki

OOB k
ki

H
h

K�
��



(5)

Where K represents the tree of the decision tree in the random forest, �
represents the standard deviation of OOB

kih . The importance factor of feature iF , OOB
kih

represents the contribution of iF to classification accuracy. The feature importance 

factor is jointly determined by the mean and standard deviation of the error rate outside 
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the bag, and the set of feature importance factor is expressed as 

� �1 2, , ,OOB OOB OOB
k k kiH h h h� �OOB

ki,hkk, .

The more times a feature appears in different factors, the higher the importance of 
the feature is. Therefore, an I-I-I Factor feature selection method based on random forest 
is proposed in this paper, that is, the influence factor, promotion factor and importance 
factor of features are firstly obtained through the training of random forest algorithm, 
and then the repeated features in the influence factor, promotion factor and importance 
factor are selected as the final feature selection result.

5. Experiment Results

The random forest was used to rank the influence factor, promotion factor and 
importance factor of 15 patent features in terms of their importance. The training was 
carried out with 10 fold cross-validation. Each group of experiments was repeated for 
100 times, and the average of the results of 100 times was calculated. The sklearn toolkit 
in Python was used to implement the random forest algorithm and trained to obtain the 
influence, boost and importance factor of the features.

5.1. Influence Factor

Figure 4. Feature influence factor based on random forest

The feature influence factors based on random forest are shown in Figure 4. It can be 
found from the figure that " Number of litigation cases " is the feature with the highest 
impact factor, and " Number of inventors " is the feature with the lowest impact factor. 
The accuracy rate of the full set features under random forest training is 0.926. The 
influence factors of features are obtained according to Eq. (1), and the influence factors 
of features are arranged from high to low in order to obtain Table 2.

Table 2. Feature influence factors based on random forest (from high to low)

No. Characteristics of the name Influence 
factor

1 Number of litigation cases 0.132

2 Refer to the number of patents 0.102

3 Patent type 0.088

4 Total number of cited patents 0.088

5 Cited the number of patents 0.088

6 Number of claims 0.087
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7 Number of citations in 3 years 0.072

8 Number of citations in 5 years 0.072

9 Number of members of the same clan 0.072

10 License type 0.072

11 Priority country 0.072

12 Number of patents cited 0.058

13 Number of applicants 0.058

14 Legal status 0.058

15 Number of inventors 0.046

According to the principle of statistics, mode refers to the value with obvious central 
trend point in statistical distribution, which represents the general level of data, while 
important features represent features above the general level. Therefore, mode is adopted 
in this paper as the basis for screening important features through the influence factor. As 
shown in Table 2, the mode of the feature influence factor is 0.072, and the feature whose 
influence factor is greater than 0.072 is considered as an important feature. The 6 
important features screened by the influence factor in Table 3 are obtained.

Table 3. Important features screened out by influence factor

No. Characteristics of the name Influence 
factor

1 Number of litigation cases 0.132

2 Refer to the number of patents 0.102

3 Patent type 0.088

4 Total number of cited patents 0.088

5 Number of non-patent citations 0.088

6 Number of claims 0.087

5.2. Improvement Factor

Figure 5. Feature improvement factor based on random forest

The feature improvement factors diagram based on random forest are shown in Figure 5. 
It can be found that " Number of non-patent citations " is the feature with the highest 
promotion factor, and " Number of inventors " is the feature with the lowest promotion 
factor. The mode of accuracy of the full set features under random forest training is 0.926. 
According to Eq. (2), the feature improvement factor table based on random forest is 
obtained in Table 4.
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Table 4. Feature improvement factors based on random forest (from high to low)

No. Characteristics of the name Influence 
factor

1 Number of non-patent citations 0.850
2 Number of members of the same clan 0.835
3 Refer to the number of patents 0.770
4 Number of litigation cases 0.770
5 Legal status 0.745
6 Patent type 0.745
7 Number of claims 0.655
8 Cited the number of patents 0.645
9 Number of citations in 3 years 0.630
10 Number of citations in 5 years 0.630
11 Number of applicants 0.630
12 Number of inventors 0.630
13 Priority country 0.630
14 Total number of cited patents 0.620
15 License type 0.605

As shown in Table 4, according to the principle of statistics, mode refers to the value 
with obvious central trend point in statistical distribution, representing the general level 
of data, while important features represent features above the general level. Therefore, 
mode is adopted in this paper as the basis for screening important features through 
promotion factor. As shown in Table 4, the mode of the feature promotion factor is 0.630, 
and the feature whose promotion factor is greater than 0.630 is considered as an 
important feature. The important features screened by the promotion factor are obtained 
as shown in Table 5.

Table 5. Important features screened out by improvement factor

No. Characteristics of the name Influence 
factor

1 Number of non-patent citations 0.850
2 Number of members of the same clan 0.835
3 Refer to the number of patents 0.770
4 Number of litigation cases 0.770
5 Legal status 0.745
6 Patent type 0.745
7 Number of claims 0.655
8 Cited the number of patents 0.645

5.3. Importance Factor

Figure 6. Feature importance factor based on random forest
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The feature importance factors diagram based on random forest are shown in Figure 6. 
Feature importance factors were obtained through random forest algorithm training, and 
the obtained feature importance factors were arranged from high to low, and the results 
were shown in Table 6. 

Table 6. Feature importance factors based on random forest (from high to low) 

No. Characteristics of the name Influence 
factor 

1 Number of members of the same clan 0.199 
2 Total number of cited patents 0.198 
3 Patent type 0.189 
4 Refer to the number of patents 0.183 
5 Number of claims 0.053 
6 Number of inventors 0.041 
7 Number of non-patent citations 0.036 
8 Cited the number of patents 0.033 
9 Number of citations in 3 years 0.025 
10 Number of citations in 5 years 0.023 
11 Priority country 0.008 
12 Legal status 0.008 
13 Number of applicants 0.003 
14 License type 0.000 
15 Number of litigation cases 0.000 

 
Generally, in the feature selection process of random forest, features with an 

importance factor greater than 0.15 are considered as important features. It can be seen 
from Table 6 that the importance factors of "Number of members of the same clan", 
"Total number of cited patents", "Patent type" and "Refer to the number of patents" are 
greater than 0.15. Therefore, the important features screened by the importance factors 
are obtained, as shown in Table 7. 

Table 7. Important features screened by importance factor 

No. Characteristics of the name Influence 
factor 

1 Number of members of the same clan 0.199 
2 Total number of cited patents 0.198 

3 Patent type 0.189 

4 Refer to the number of patents 0.183 

5.4. I-I-I Factor 

Table 8. Statistical frequency of occurrence of important features in different factors 

Characteristics of the name Influence 
factor 

Improvement 
factor 

Importance 
factor Occurrences 

Refer to the number of patents √ √ √ 3 

Number of litigation cases  √ √  2 

Patent type √ √ √ 3 

Total number of cited patents √  √ 2 

Number of non-patent citations √ √  2 
Number of members of the same 

clan 
 √ √ 2 

Number of claims √   1 

Legal status  √  1 
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Table 8 shows the number of times features appear in different methods. The more times 
a feature appears in different factors, the higher importance of the feature is. Therefore, 
the frequency of the occurrence of important features in different factors is counted, and 
the repeated features in the influence factor, promotion factor and importance factor are 
selected as the final feature selection result. The important features selected by I-I-I 
Factor feature selection method are shown in Table 9. 

Table 9. Important features after the final feature selection 

No. Characteristics of the name 
1 Refer to the number of patents 
2 Number of litigation cases 

3 Patent type 

4 Total number of cited patents 

5 Number of non-patent citations 

6 Number of members of the same clan 

 
In order to verify the effectiveness of the random forest-based I-I-I Factor feature 

selection method proposed in this paper, The feature sets before and after I-I-I Factor 
feature selection were put into four commonly used machine learning classifiers, SVM, 
LR, CART and GBDT, to test the effectiveness of the I-I-I Factor feature selection 
method proposed in this paper, and the results are shown in Table 10. It can be seen from 
the experimental results that the important feature sets filtered by I-I-I Factor have higher 
classification accuracy in different classifier models, indicating that the random 
forest-based I-I-I Factor feature selection method proposed in this paper is effective. 

Table 10. Model accuracy changes before and after feature selection 

Classifier 
Name 

Before Feature 
Selection 

After Feature 
Selection Δ Accuracy 

SVM 63.8 ± 1.1 84.3 ± 1.4 +20.5 ± 0.3 

LR 90.0 ± 0.4 91.2 ± 0.5 +1.2 ± 0.1 

CART 91.0 ± 0.6 91.1 ± 0.8 +0.1 ± 0.2 

GBDT 88.1 ± 0.4 89.6 ± 0.6 +1.5 ± 0.2 

 
Meanwhile, in order to further verify the effectiveness of the random forest-based 

I-I-I Factor feature selection method proposed in the text, the sets of features filtered by 
Influence Factor, Improvement Factor, Importance Factor and I-I-I Factor were brought 
into SVM, LR, CART and GBDT four commonly used machine learning classifiers to 
test the effectiveness of the I-I-I Factor feature selection method proposed in this paper, 
and the results are shown in Table 11. From the experimental results, it can be seen that 
the set of important features screened by I-I-I Factor performs well under different 
classifier models, further indicating that the I-I-I Factor feature selection method based 
on random forest proposed in this paper is effective. 

Table 11. Compares with the single factor method 

Classifier 
Name 

Influence 
Factor 

Improvement 
Factor 

Importance 
Factor 

I-I-I 
Factor 

SVM 66.3 ± 0.1 74.9 ± 0.2 82.5 ± 0.9 84.0 ± 0.7 
LR 89.8 ± 0.3 86.7 ± 0.3 89.7 ± 0.3 91.2 ± 0.5 

CART 91.1 ± 0.3 85.2 ± 0.3 92.6 ± 0.4 91.1 ± 0.8 

GBDT 86.6 ± 0.8 83.5 ± 1.3 92.6 ± 0.2 89.6 ± 0.6 
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6. Conclusion 

In this paper, a high value patents feature selection method based on random forest is 
proposed. The idea of the method is mainly reflected in the evaluation of patent features 
by using a variety of factors, while the traditional feature selection methods mostly use a 
single factor to evaluate patent features. In this method, the influence factor, promotion 
factor and importance factor of features are obtained by training the original feature set 
through random forest, and the I-I-I Factor feature selection method is proposed by 
integrating the three factors. The connotation of feature selection by I-I-I Factor is that 
the more times a feature repeats in different factors, it indicates that the higher the 
importance of this feature is, the important characteristics of high value patents can be 
screened out. Experimental results show that the feature subset screened out by the 
random forest-based I-I-I Factor feature selection method in this paper has good 
performance under various classifiers. 
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