
Data Flow Risk Monitoring for Novel

Power System Based on Bidirectional

Interactive Protocol Traffic

Jianqiao SHENG1, Yuan FANG2, Guannan ZHANG3, Xin DING4

Information and Communication Branch, State Grid Anhui Electric Power Co., Ltd.,
Hefei, China

Abstract—In response to the challenges brought by the significant increase in data

volume and the proprietary and closed nature of business protocols in the highly

coordinated and interactive "source-network-load-storage" system of the new power

grid, this study proposes a technology for analyzing abnormal behavior in

bidirectional interactive protocols. A risk monitoring scheme for data flow is

designed, incorporating both trigger detection and deep detection. The scheme

proposes an improved cumulative sum algorithm (SSUM algorithm) for risk

monitoring by real-time tracking of multidimensional sequences and their

cumulative deviations based on statistical characteristics, achieving coarse-grained

risk monitoring of the entire network flow. Then, time window features are

introduced and the AdaBoost ensemble learning algorithm is used for fine-grained

deep detection of abnormal traffic. Finally, the presence of data flow risk is

determined. Experimental results show that the detection accuracy of the AdaBoost

algorithm is better than that of other classification algorithms, reaching 97.7%. The

joint monitoring scheme has the advantages of low cost and low false alarm rate.

Keywords-Smart grid, data flow, risk monitoring, bidirectional interactive protocol

traffic, risk assessment

1.   Introduction

The new power system integrates advanced power electronic technology, information

technology, and intelligent management technology to enable the interconnection of

distributed energy collection devices, energy storage devices, and various loads, forming

a network of new energy nodes. This network facilitates bidirectional energy flow,

energy-equivalent exchange, and resource sharing. The interaction and interconnection

among the intelligent power grid, power sources, and customers are strengthened. The

power grid and energy internet continuously introduce new models and formats for

resource sharing, integrating new technologies with traditional businesses. However, the
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new power system's complex structure, communication network environment, and

frequent bidirectional interaction pose heightened security risks.

In recent years, there has been significant attention focused on monitoring data flow

risks. This article primarily focuses on studying the detection schemes deployed in the

controllers of the new power system. Several research studies have proposed detection

schemes based on traditional statistical theory [1-8]. For example, Tao proposed utilizing

entropy as a key feature to characterize network traffic [1]. Researchers such as Song

and Gao have discussed the decrease in the randomness of destination IP address

distribution during DDoS attacks [2-3]. By measuring the entropy value of the

destination IP address, the randomness of the distribution can be evaluated, enabling the

detection of such attacks [5-8]. Tee and Xiao proposed schemes based on the CUSUM

control chart to track changes in feature quantities for anomaly detection [9-11]. Liu

developed a model for automatic detection of abnormal values [12]. However, the

algorithm's dependency on pre-simulated attack experiments limits its adaptability and

portability [13]. Moreover, establishing a comprehensive flow model remains

challenging, leading to limited detection accuracy. To address these challenges,

researchers like San and Ye have applied machine learning technologies such as support

vector machines, logistic regression, K-nearest neighbor, naive Bayes, and neural

networks for detection algorithms [14-16]. Braga analyzed statistical information related

to DDoS attacks and proposed the "six-tuple" flow-based feature [17]. The self-

organizing map algorithm was used to identify malicious traffic based on the "six-tuple."

However, the slow convergence of the SOM algorithm resulted in extended training

times and increased system overhead [18-20].

The choice of detection cycle poses a challenge due to the conflicting factors of

system overhead and detection delay. Determining the appropriate length of the detection

cycle is crucial for an effective detection scheme. Balancing these two factors becomes

a challenging task as there is a trade-off between minimizing detection delay and

optimizing system resources. Achieving an optimal detection cycle requires careful

consideration and analysis of the specific requirements, constraints, and capabilities of

the system, as well as the potential impact on the network's performance and security.

The feature extraction methods face certain limitations and areas that require

improvement. Existing research often yields features with high similarity, such as the

entropy of source and destination addresses. However, traffic changes are reflected in

multiple dimensions, making it challenging to establish a comprehensive flow model

using these existing schemes. There is a need to explore and incorporate additional

diverse features that capture the various aspects of traffic dynamics. Furthermore, most

research focuses solely on the current network state during feature extraction, neglecting

the historical state. However, during network attacks, traffic changes exhibit a high

degree of temporal correlation. Therefore, it is essential to consider the temporal

characteristics of traffic changes by utilizing appropriate features that capture the

dynamics over time. Incorporating temporal features into the extraction process can

enhance the detection accuracy of the system by capturing the evolving patterns and

trends of network traffic. Overall, improvements in feature extraction methods should

involve exploring and incorporating diverse features that go beyond the existing

similarity-based features. Additionally, considering the historical state and incorporating

temporal features will enable a more comprehensive understanding of traffic dynamics

and lead to improved detection accuracy and performance.

The main contributions of this paper are as follows:
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� Trigger detection: A module that continuously operates within the network and
performs real-time, coarse-grained risk monitoring using the SSUM algorithm.
This module ensures extremely low false negative rates through parameter
adjustments. It serves as an early warning system, detecting potential anomalies
and alerting the system.

� Deep detection: A module that is activated after the trigger detection module
raises an alarm. This module focuses on extracting finer-grained features using
a time-window-based feature construction scheme. The high-precision
AdaBoost algorithm is utilized to identify abnormal traffic patterns accurately.

2.  Overall Structure

The architecture of the attack detection system consists of several modules, each serving

a specific function shown in Fig. 1:

Figure 1. The overall architecture of the attack detection system

Trigger detection module: This module runs continuously in the network and

performs coarse-grained risk monitoring. It collects network information from flow table

information collection and packet-in message processing modules. The feature extraction

module extracts four-dimensional feature vectors based on the collected information and

constructs feature sequences. The risk monitoring module utilizes the SSUM algorithm

to track and observe the feature sequence. If an anomaly is detected, it immediately issues

an attack warning to notify the deep detection module.

Deep detection module: This module is activated upon receiving the attack warning

from the trigger detection module. It focuses on extracting finer-grained features and

uses the AdaBoost algorithm based on decision trees for attack identification. The feature

extraction module obtains network information from the flow table information

collection module. It extracts eight features that characterize network traffic status and

constructs feature vectors based on sliding time windows. The attack identification

module classifies the feature vectors in real-time using the AdaBoost algorithm and the

trained model to make the final decision. If the decision indicates abnormality, it signifies

the presence of anomalous attacks in the network.

Packet-in message processing module: This module passively receives and

processes packet-in messages from the switches. It plays a crucial role in collecting

network information, which is essential for anomaly detection and analysis.
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Flow table information collection module: This module actively polls and collects

all flow table information in the switches. It provides valuable network information

required for the detection and monitoring processes.

These modules work together to provide a comprehensive approach for anomaly

attack detection in the network. The trigger detection module acts as an early warning

system, while the deep detection module focuses on precise identification and

classification of attacks. The packet-in message processing and flow table information

collection modules ensure the availability of relevant network information for effective

detection and analysis.

3.  Protocols Detail

A network that is under attack may exhibit the following characteristics:

� Burstiness: There is a sudden increase in the number of data packets in the

network, indicating a burst of malicious activity.

� Latency: The network experiences severe congestion, leading to significant

delays in packet transmission and communication.

� Asymmetry: There is a large number of half-connected data packets in the

network, indicating an imbalance or irregularity in the traffic flow.

Dispersed source IP distribution of attack flow packets: The packets originating

from an attack flow have a dispersed source IP distribution, meaning they come from a

wide range of source IP addresses. However, there may be a concentrated distribution of

destination IP addresses for these attack packets.

The paper focuses on extracting specific traffic features to characterize the above-

mentioned characteristics of the system during abnormal data conditions. These features

include: Burstiness feature: Extracting the changes in packet counts over time to identify

sudden increases or bursts in network traffic. Latency feature: Analyzing the delays or

increased round-trip times between communication endpoints to detect network

congestion and potential attacks. Asymmetry feature: Examining the imbalances in the

number of inbound and outbound packets to identify any irregular traffic patterns.

Dispersed source IP distribution feature: Analyzing the distribution of source IP

addresses of attack flow packets to detect any concentrated or dispersed patterns that

indicate malicious activity.

The formula (1) provides a representation of the flow table entry by capturing

information such as the switch ID, source and destination IP addresses, packet count,

total bytes, and flow rate. These variables collectively describe the characteristics and

statistics of network traffic associated with the specific flow table entry.:

�� = [�����, �	
���, ������, �
���, ������, ������] (1)

In the given formula, the variables have the following meanings. ��  represents a

vector that contains the information of the i-th flow table entry. �����  denotes the

identifier (ID) of the switch where the flow table entry is located. �	
��� represents the

source IP address associated with the matching field of the flow table entry. ������
signifies the destination IP address associated with the matching field of the flow table

entry. �
��� indicates the number of packets that are matched with the specific flow table
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entry. ������ represents the total number of bytes that are transmitted by the packets

matched with the flow table entry. ������ denotes the flow rate of the packets matched

with the flow table entry.

We also introduce the concept of the entropy to measure the randomness of source

and destination IP addresses in the network for detecting network attacks. When an attack

occurs, a significant number of data packets are sent from compromised or "zombie"

hosts. This results in an increased probability that the source IP addresses in the flow

table statistical information belong to these compromised hosts. As a consequence, the

randomness of the source IP addresses decreases. As the victim receives a larger volume

of data packets, there is a more concentrated distribution of destination IP addresses,

indicating a decrease in randomness. This shift in the distribution pattern of destination

IP addresses is another characteristic of network attacks.

By leveraging the concept of entropy, which measures the randomness or

uncertainty of a given set of data, one can quantitatively assess the level of randomness

in the source and destination IP addresses. A higher entropy value suggests a more

random and normal distribution of IP addresses, while a lower entropy value indicates a

less random and potentially malicious distribution.

Therefore, by analyzing the entropy of the source and destination IP addresses, it

becomes possible to detect deviations from the expected randomness and identify

potential network attacks. The calculation method for information entropy is shown in

formula 2:

�(�����) = � �� ��� ��
�
��� (2)

Among them, �  represents the total number of destination IP addresses, and ��
represents the probability of the i-th IP address appearing. The calculation method of ��
is in formula 3 and 4:

� = {(��, ��), (��, ��), (��, ��), . . . } (3)

�� =
��

�
(4)

Where � repreents a set of purpose IP addresses collected within a certain time

period. �� represents a certain purpose IP address. �� represents the number of times this

address appears.

The following information is extracted from the flow table information as indicators

to determine whether an attack has occurred, the formulas 5-9 show how to calculate

these features:

� Total number of flow tables ( ��!��"��): This represents the overall count of

flow tables in the network and provides an indication of the network's activity.

� Total number of packets (�
���"��): This denotes the total count of packets in

the network and helps assess the volume of data being transmitted.

� Total number of bytes (������"��): This indicates the total count of bytes in

the network, providing insights into the overall data size and traffic intensity.
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� Entropy of source IP addresses (�(�	
��)): This measures the randomness or

uncertainty of the source IP addresses appearing in the flow table information.

A decrease in entropy suggests a concentration of source IP addresses,

indicating a potential attack.

� Entropy of destination IP addresses (�(�����)): This measures the randomness

or uncertainty of the destination IP addresses in the flow table information.

Similar to the entropy of source IP addresses, a decrease in entropy indicates a

concentrated distribution of destination IP addresses, which could be indicative

of an attack.

 ��!��"�� = � (5)

�
���"�� = � �
���
�
��� (6)

������"�� = � ������
�
��� (7)

�(�	
��) = � �� ��� ��
�
��� (8)

�(�����) = � �� ��� ��
�
��� (9)

a The flow ,packet and byte count charactristics

(b)  The source IP charactristic and destination IP charactristic

Figure 2. Changes in the five characteristic quantities during an attack
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To further analyze the above features and observe their actual changes under normal

and attack conditions, this paper simulates them in an SDN network. Fig. 2 shows the

changes in network traffic features. Figures 2(a) and 2(b) respectively represent the five

features. In the experiment, a TCP SYN Flood attack with a duration of about 80s was

launched at 150s. Sub-table information was collected every 5s, and the information was

collected for about 5 minutes in total.

4.  Conclusion

In this paper, our main focus is the new power system. To address the challenge of

determining the detection cycle, we propose a joint monitoring scheme that combines

trigger detection and deep detection. The trigger detection module utilizes the low-cost

SSUM algorithm for coarse-grained anomaly early warning. Deep detection incorporates

the temporal characteristics of traffic changes to improve detection accuracy. The

AdaBoost algorithm is selected for classification, showing superior performance with an

accuracy of 97.7%. The joint monitoring scheme offers low cost and high detection

accuracy.
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