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Abstract. Rolling bearings are widely used in coal mine equipment, real-time

monitoring of bearing status and intelligent diagnosis of bearing fault is very

important to the safe and efficient mining of coal mine. In order to solve the problem

of insufficient representation ability about fault diagnosis model, a multi-scale

segmentation attention-based residual network is proposed for the fault diagnosis of

rolling bearings, which can fully and accurately extract vibration signal features to

realize intelligent diagnosis. For time-frequency images of vibration signals,

residual networks was used for feature extraction. Furthermore, the pyramid split

attention mechanism was combined to optimize the feature selection to construct the

intelligent diagnosis model for bearing. The proposed method has been applied to

the task of fault diagnosis on SKF6205 bearing, and the experimental results show

its superior diagnostic performance.
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1. Introduction

Rolling bearing is a kind of precision rotating parts, widely used in various mechanical

equipment. In order to ensure the safety and efficient mining of coal mines, it is of great
significance to carry out health monitoring of rolling bearings and timely intelligent

alarm of early failure [1, 2]. Deep learning model can automatically extract signal features

and conduct modeling and analysis on complex problems, which has been widely

concerned and studied. Importantly, fault diagnosis models built based on deep learning

have also achieved important success and wide application [3-5].

Based on convolutional neural network (CNN) and multilayer perceptron (MLP),

Sinitsin et al. proposed a hybrid fault diagnosis model for rolling bearings by combining
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mixed inputs [6]. Based on soft threshold and global context, Lyu et al. extracted signal

features from vibration signals, and then proposed a fault diagnosis method by

combining the residual building unit [7]. Ye used an adaptive signal processing method
to process vibration signals of bearing and built the diagnosis model for rolling bearings

based on an improved one-dimensional CNN to automatically identify different faults of

rolling bearings [8]. Li et al. extracted the discriminant features from the original vibration

signals of bearing from multiple dimensions such as sequence, channel and space, and

built a fault diagnosis model for bearing with different operating conditions based on

transfer learning [9]. However, the existing fault diagnosis models do not deeply and

effectively integrate many model features. On the one hand, they do not integrate features

from multiple dimensions, on the other hand, they do not optimize the selection of

features, and then extract sensitive and effective features to form a feature combination

with strong characterization ability. Therefore, the multi-scale segmentation attention-

based residual network, in which residual networks was used for feature extraction and
pyramid split attention (PSA) mechanism was combined to optimize the feature set, is

proposed to improve the generalization ability of the intelligent fault diagnosis model for

rolling bearings.

2. Structure of Residual Block

Residual network is one of the widely used CNN network architectures. It introduces

residual learning in the process of learning potential mapping to mitigate gradient

disappearance and degradation caused by the increase of network layers through identity

shortcut connection. The residual block, which is shown in Figure 1, is the core

basicblock of residual network.

Figure 1. Basic structure of residual block.

Suppose the input of model is x, and the feature learned by neural network is

assumed to be H(x), the residual F(x) refers to the H(x)-x part. When the residuals are
F(x) = 0, the residual block is equivalent to implementing the identity mapping. In this

way, gradient disappearance and degradation caused by the increase of network layers

can be greatly alleviated [10].
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3. The Proposed Method

In order to fully and accurately extract vibration signal features, so as to solve the

problem of insufficient representation ability of fault diagnosis model, this paper
proposed a multi-scale segmentation attention-based residual network for fault diagnosis

of rolling bearings. It mainly includes time-frequency image conversion of vibration data,

data preprocessing, establishment of fault diagnosis model and model training and

application.

3.1. Time-Frequency Image Conversion of Vibration Data

The classical time-frequency analysis method in the field of signal processing, which

named continuous wavelet transform (CWT), can convert sequential vibration signals

into time-frequency images to realize time-frequency analysis of vibration signals. As

shown in Figure 2, the time-frequency image can be transformed from one-dimensional

vibration signal. In the process of conversion, Morlet wavelet was selected as the basis

function.

Figure 2. Time-frequency image conversion of original vibration signal.

When saving time-frequency images, the aspect ratio of the image needs to be

constrained and the image has a certain resolution. In this study, all the time-frequency

images are both transformed from the vibration signals with a length of 2048, and the

images are saved with a dimension of 620x616x3.

3.2. Feature Optimization Selection Based on Pyramid Split Attention

As is well known, stacked convolution layers can extract features of different levels,

significantly improving the diversity of overall features. However, different levels of

features have different contribution degrees to model performance, so it is necessary to
further optimize the extracted features, increase the weight of favorable features and

weaken the weight of invalid features. In contrast to the squeeze and excitation attention,

which focuses on different channel characteristics, we explore the relationship between

spaces, because local information is more important for bearing state characterization. In

this paper, PSA, as an important part of feature extraction, carries out feature weighting

for multi-layer convolution features, increases spatial attention on the basis of

considering channel attention, and enriches feature space by capturing spatial

information of different scales. Divide the model inputs into S(S=3) groups from the

channel as shown in the Figure 3. Each group was convolved with convolution kernel,
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and different convolution kernel sizes are set to obtain receptive fields of different scales,

which represent the important information of different scales. Then, the weighting

coefficient of each group of channels can be calculated through squeeze and excitation
(SE) module, and the weighting coefficients of group S are further normalized and

weighted by Softmax.

Figure 3. The structure of PSA module.

3.3. Multi-scale Segmentation Attention-Based Residual Network

The vibration signal of bearings is a periodic random signal, and the damage of bearing

mainly occurs in the following four parts: inner ring, outer ring and rolling body. The

complex neural network can extract image features of different channels and levels to

fully characterize the state information of bearings. Therefore, a lightweight fault

diagnosis model is constructed by referring to the residual network, and the network

structure is shown in Table 1.

Table 1. Network structure parameters of fault diagnosis model

Layer Name Output Size RNPSA
conv1 112x112 7x7, 64, stride 2

conv2_x 56x56

3x3 max pool, stride 2

1 1, 32

32

1 1, 64

PSA
�� �

� �
� �
� ��� �

conv3_x 28x28

1 1, 32

32

1 1, 64

PSA
�� �

� �
� �
� ��� �

conv4_x 14x14

1 1, 32

32

1 1, 64

PSA
�� �

� �
� �
� ��� �

conv5_x 7x7

1 1, 32

32

1 1, 64

PSA
�� �

� �
� �
� ��� �

1x1 Average pool, fc(64, 4), softmax

Based on the proposed fault diagnosis model, image features of different channels

and levels can be extracted to fully characterize bearing state information. Since the
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dimension of model input is 224x224x3, the time-frequency images need to be

preprocessed.

3.4. Intelligent fault diagnosis method of rolling bearing

Aiming at the problem of insufficient representation ability of fault diagnosis model, a

new intelligent bearing fault diagnosis method is proposed in this paper, which can fully

and accurately extract vibration signal features to realize intelligent bearing fault

diagnosis. Based on bearing vibration time-frequency images, the CNN with residual

learning were used for image feature extraction, and feature optimization selection was

carried out in combination with pyramid split attention mechanism to construct an

intelligent bearing fault diagnosis model. The specific steps are as follows:

Step 1: Acceleration sensors are used to collect bearing vibration signals, and the

time-frequency images can be obtained from vibration signals through CWT time-

frequency analysis method.

Step 2: Image feature extraction was carried out based on CNN with residual
learning, feature optimization selection was carried out in combination with PSA, and

the proposed multi-scale segmentation attention-based residual network can be

constructed for fault diagnosis.

Step 3: The multi-scale segmentation attention-based residual network is trained

based on the time-frequency images corresponding to different states, and the fault

diagnosis model can be achieved when the training is completed.

Step 4: The testing samples can be fed to the trained fault diagnosis model to identify

the status of bearing.

The method flow is shown in Figure 4.

Figure 4. Flow of the proposed method.

4. Experimental Verification

In this study, the measured data disclosed by case western reserve university (CWRU)

was used for experimental analysis, and the results verify the effectiveness of the

proposed method.
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4.1. Test Bench and Data Acquisition

The test bench is composed of a 1.5kW motor, electronic controller, power tester, torque

sensor, etc., as shown in Figure 5. The bearing data of CWRU is collected from SKF6205
rolling bearing. The driving end shaft of motor is supported by the experimental bearing.

Figure 5. Test bench of rolling bearing.

The  vibration  status  of  bearing  was  monitored  by  acceleration  sensors,  and  the

sensor data were collected by the recorder with 16-channels, and the sampling frequency

of the bearing at the driving end was 48Khz. At the same time, the power and speed were

measured by the torque sensor. By replacing the normal bearing with the machined faulty

bearing, the vibration data of the bearing under the fault state can be obtained on the test

bench. The vibration data of bearing under different conditions were collected under 2

HP load condition of motor.

4.2. Data Processing and Model Training

First,  the  original  vibration  signal  of  the  bearing  is  intercepted,  and  the  length  of  the

intercepted signal is 2048. The time-frequency image of bearing vibration is obtained by

analyzing the time-frequency signal through CWT. For each bearing state, 203 training

samples, 87 test samples and 100 verification samples were randomly intercepted.

Therefore, the training data set has 812 samples, the test data set has 348 samples, and

the verification data set has 400 samples. Then, the image is preprocessed by size

adjustment, center clipping, random flipping, normalization, etc., and the training and

test data set is constructed. A deep learning classification model was built based on

residual learning and pyramid split attention mechanism. The batch size was set as 64

and the learning rate was 1e-4. adam was selected as the optimizer, and the model

parameters were trained using time-frequency image data set after model initialization.

The early termination criterion of model training is set, and the training stops when the
training loss of the model tends to be stable, which corresponds to the bearing fault

diagnosis model.

4.3. Intelligent Diagnosis of Rolling Bearing Fault

In order to visualize the feature extraction effect of multi-scale segmentation attention-

based residual network, the t-distributed stochastic neighbor embedding algorithm was

adopted to simplify the features of the average pool layer, and three-dimensional

visualization was performed, as shown in Figure 6.
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Figure 6. Feature visualization.

The trained fault diagnosis model was used to identify the sample of the test set. The

result was shown in the confusion matrix in Figure 7, and the fault recognition accuracy

reached 99.25%.

Figure 7. The confusion matrix of the results.

5. Conclusion

Aiming at the problem of insufficient representation ability of fault diagnosis model, a

multi-scale segmentation attention-based residual network is proposed for the fault

diagnosis of rolling bearings in this paper. In this method, CWT is used to pretreat the

vibration signal of bearing, so as to facilitate feature extraction based on CNN. At the
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same time, rich features are extracted based on CNN with residual learning, and the

pyramid split attention mechanism is used to enhance favorable features and weaken the

weight of irrelevant features. Finally, based on CWRU data set, the effectiveness of the
proposed method is verified.
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