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Abstract. Transformer breather is an important equipment to ensure the normal 
operation of transformer in substations. In order to identify the discoloration defects 

of breathers accurately and reduce the operation and maintenance costs of 

substations, this paper proposes a recognition method of discolored transformer 
breathers based on improved YOLOv8. Firstly, to solve the problem of sample 

imbalance in original image data, this paper augments the data by cropping and 

generating, and trained a more robust model with "real + virtual" data. Secondly, 
considering the various scales of breather, the BiFPN structure is incorporated to 

achieve more efficient multi-level feature fusion. Finally, since breathers exist in 

complex substation scenes, this paper introduces CBAM attention mechanism to 
enhance the feature extraction ability of the model. The experimental results show 

that the proposed method can improve the mAP of discolored transformer breather 

detection by 2.1% compared to the baseline and inference in real-time, while hardly 
increasing the number of parameters and computation cost, which verifies the 

effectiveness of the proposed method. 
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1. Introduction 

Power transformer is an important equipment in substation, and its normal operation 

provides the fundamental guarantee for the safe production of substation. The breather 

is an important part of the transformer used to isolate the moisture in the air, which can 

avoid the insulation strength of transformer oil decline due to moisture [1]. Therefore, 

recognizing the discoloration of breathers is one of the key steps of the transformer defect 

detection. The traditional substation generally adopts the manual inspection mode to find 

the defect of transformer breathers, which consumes a lot of human resources and has 

low efficiency. With the popularity of inspection robots in recent years, the operation 

and maintenance of substations have gradually shifted to an unattended mode [2]. It has 

gradually become the mainstream method to capture transformer images through 
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inspection robots equipped with cameras and detect the status of different components 

by Computer Vision (CV) technology [3]. 

However, the characteristics of the substation scene and the limitations brought by 

inspection robots pose new challenges to the design of CV models for substation 

inspection. Compared with models in the general field, a model used for substation 

inspection should have following characteristics: 1) Subject to deployment conditions, it 

needs to have as small a number of parameters and computation cost as possible; 2) The 

key features should be effectively learned from the limited substation images which often 

accompanied with the problem of sample imbalance; 3) It can achieve higher detection 

accuracy as well as real-time detection under the complex scene of substation. Although 

some achievements have been made in the research of discolored breather recognition, 

these methods based on detectors with a large number of parameters and a high 

computation cost, and cannot achieve the optimal speed-precision tradeoff. 

To solve the above problems, we propose a discoloration recognition method for 

transformer breathers based on improved YOLOv8. The main contributions can be 

summarized in three folds: 

� To solve the problem of sample imbalance in original data, we adopt the method 

of "cropping + generation" to enhance the training data, and uses "real + virtual" 

data to train the model, so that the model has stronger generalization ability. 

� In terms of the breathers photographed with various scales, the structure of Bi-

directional Feature Pyramid Network (BiFPN) is integrated into the detector's 

neck network for more efficient feature fusion. 

� In view of the characteristics of breathers existing in complex substation scenes, 

we introduce Convolutional Block Attention Module (CBAM) to improve the 

model's ability to extract key features of breathers in complex backgrounds. 

2. Related Work 

Existing object detection methods based on deep learning can be divided into two types: 

two-stage methods and one-stage methods. The representative works of the two-stage 

methods are the Region with CNN features (R-CNN) series [4-5], which firstly obtain 

the region proposals with the region proposal network then classify these proposals. One-

stage methods are represented by the You Only Look Once (YOLO) series [6-7], which 

treat the object detection task as a whole regression task, using an end-to-end network to 

directly predict the location and class of the object in the image.  

On the other hand, in the scene of power system, the detection of breathers and their 

defects based on above object detection methods has been concerned by researchers for 

a long time. Reference [3] proposed an improved RetinaNet and achieve a higher the 

detection accuracy for components in transformer including breathers. Reference [8] 

combined a feature matching algorithm with SSD network to realize rapid and stable 

recognition of the defects in transformer breathers. Reference [9] used a modified 

YOLOv4 network for the defect detection of breathers and other equipment in substation. 

Although these methods achieved relatively good results in breather detection, they all 

rely on earlier object detectors with a large number of parameters and a large amount of 

calculation, neglecting the deployment condition of inspection robots in which the 
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computing power and storage space are limited, while cannot achieve the optimal balance 

between speed and precision as well. 

3. Proposed Method 

According to the deployment condition of substation inspection robots, we choose 

YOLOv8n as the baseline model, and improve the training strategy as well as the model 

structure on the basis of the characteristics of transformer breather images. The improved 

network structure is shown in Figure 1. 

 

Figure 1. Structure of the improved YOLOv8n model. 

3.1. Base Architecture 

Since we take YOLOv8n as base architecture, we describe its operating principle, 

characteristic and the reason for choosing it briefly. YOLOv8 is developed to achieve a 

better trade-off between speed and precision based on YOLOv5. YOLOv8 includes five 

models of different sizes, all of them consist of backbone, neck and head, which used to 

extract image features, fuse multi-scale features and detect object of different scales, 

respectively. Compared with YOLOv5, it mainly improves in the following aspects: 1) 

The model works in an anchor-free way; 2) More elaborate image feature extraction 

modules with more residual connections are used; 3) The head adopts the decoupled 

design. 4) More advanced loss function and sample assigning strategy are used in training. 

With these improvements, YOLOv8 can achieve advanced detection accuracy and 

inference speed performance with lightweight models. 

Compare to the existing discolored breather detection methods which based on 

earlier object detector, YOLOv8 is a more powerful baseline with a better balance 

between speed and precision. Meanwhile, considering the accessibility of edge 

deployment in practical applications which is not fully taken into account in previous 

work, we choose the lightest YOLOv8n model among the five sizes as the baseline, the 

original structure of it is shown in Figure 2. 

 

Figure 2. Structure of the original YOLOv8n model. 
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3.2. Data Augmentation with Cropping and Generating 

According to the observation of the original images of transformer breathers, we find 

that the number of breathers without iron shell is relatively small and the background is 

relatively single as well. This problem of data imbalance may not be conducive to the 

model's effective recognition of the breathers without iron shell and their discoloration 

defects. In this paper, some images of breathers without iron shell are cropped at random 

scale. Then, a variety of different scale images of breathers without iron shell are 

generated by using FastGAN [10] network with the original and cropped images in a 

few-shot way. Finally, the cropped images and generated images are used to enhance the 

original training data, these "real + virtual" images are used to train a more robust 

discolored breather detection model, as shown in Figure 3. 

 

Figure 3. Process of data augmentation. 

3.3. Introducing BiFPN Structure 

Since the breathers have many different sizes in the image, sufficient multi-scale feature 

fusion plays an important role in improving the detection accuracy. We introduce BiFPN 

[11] structure to replace the original Path Aggregation Network (PANet), using its more 

efficient multi-scale feature fusion design to obtain fused features with stronger 

representation ability and improve the performance of breather discoloration detection. 

The comparation between PANet and BiFPN is shown in Figure 4. 

 

Figure 4. Comparation between PANet and BiFPN. 

3.4. Introducing CBAM Attention Mechanism 

Transformer breathers are often existing in the complex substation background, so it is 

of great significance for the model to accurately extract the relevant features of breathers 

from the complex substation scenes to improve the detection accuracy. We introduce the 

CBAM [12] attention mechanism at the output end of neck network to enhance the 

model's ability for extracting effective features from breathers, the structure of CBAM is 

shown in Figure 5. By calculating the attention scores from both spatial and channel 

dimensions, and then reweighting the convolutional feature map, the CBAM attention 

mechanism enables the model to focus more effectively on the key features related to 

breathers and their discoloration defects. 
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Figure 5. Comparation between PANet and BiFPN. 

4. Experimental Evaluation 

4.1. Experiment Settings 

All of our experiments are implemented with an NVIDIA GeForce GTX 1080 Ti GPU 

and PyTorch 1.10.1 framework. We train and evaluate models with the discolored 

breather detection dataset containing 2537 original substation transformer breather 

images, in which the training set and validation set is divided in a 9:1 ratio. We set the 

batch size to 8 and the number of iterations to 50 while keep the default settings of the 

remaining hyperparameters for fair comparison. In order to effectively evaluate the 

comprehensive performance of different models in the substation scenario, we use 

Parameters (Params), FLOating Point operations (FLOPs), and Frames Per Second (FPS) 

to evaluate the size, computational complexity, as well as inference speed of models, 

respectively. And we use Average Precision (AP) for different categories and mean 

Average Precision (mAP) to evaluate the detection accuracy of models. 

4.2. Comparison Experiment 

We select four object detection models widely used in engineering and the baseline 

model YOLOv8n for comparison with our method. The experimental results are shown 

in Table 1. Firstly, in terms of deployment, SSD, TOOD and two RCNN series models 

have a larger number of parameters and a higher computation cost while our method only 

has 3.1M Params and 8.2G FLOPs, which means our method is more feasible for 

deployment in the inspection robot. Secondly, in terms of real-time detection, the YOLO 

models can significantly exceeds the threshold of real-time detection (i.e., higher than 30 

FPS), reaching over 100 FPS, while other detectors have much lower inference speed 

which slightly over or under 30 FPS. In this case, we make a slight sacrifice of speed for 

higher precision. Finally, in terms of detection accuracy, the proposed method can 

achieve 97.2% mAP, which is 2.1% higher than the baseline model and significantly 

higher than other reference models. Therefore, our method has better performance on the 

task of discolored breather detection while maintaining a high inference speed for real-

time detection and a lightweight model for edge deployment. 

Table 1. Performance comparison of different models 

Methods Params(M) FLOPs(G) FPS(frame/s) mAP(%) 
Faster RCNN [6] 41.1 206.7 14.8 95.2 

Sparse RCNN [14] 106.0 149.9 14.3 95.7 

SSD [13] 24.3 344.9 51.3 92.6 
TOOD [15] 31.8 180.7 14.7 96.1 

YOLOv3 [8] 12.2 19.0 78.7 91.8 
YOLOv5 3.1 9.0 117.4 94.3 
YOLOv8 3.0 8.2 109.1 95.1 

Our method 3.0 8.2 102.6 97.2 
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4.3. Ablation Experiment 

In order to verify the effectiveness of each improvement scheme in the proposed method 

and its contribution to the ultimate model, we implement the ablation experiment, the 

results are shown in Table 2. 

Table 2. Results of ablation experiment 

Data Augment BiFPN CBAM Params(M) FLOPs(G) FPS(frame/s) mAP(%) 
- - - 3.0 8.2 109.1 95.1 
√ - - 3.0 8.2 109.7 95.7 
- √ - 3.0 8.2 108.3 96.0 
- - √ 3.0 8.2 103.4 95.8 
√ √ √ 3.0 8.2 102.6 97.2 

Firstly, with the data augmentation of cropping and generating, we obtain to a new 

training set with a more balanced sample distribution, the instance number and APs for 

different categories are shown in Table 3. The APs for all kinds of breather and their 

discoloration problem have been improved after data augmentation, and the metric of 

mAP is improved by 0.6% without additional model parameters and computation cost. 

The result verifies that the model is more robust to different types of breathers. 

Secondly, by integrating BiFPN structure into the neck network of the model, it can 

effectively improve the perception ability of the model to the targets of different scales, 

and increase the mAP of the model by 0.9%, while having little impact on other metrics 

of the model. 

Table 3. Result of different training sets 

Methods Before augmentation After augmentation 
Number AP(%) Number AP(%) 

Normal breather with shell 875 95.6 875 95.7 
Normal breather without shell 193 93.4 867 94.9 
Discolor breather with shell  824 97.1 824 97.3 

Discolor breather without shell 391 94.2 830 95.1 
Thirdly, by introducing CBAM attention mechanism at the output end of the neck 

network, the ability of extracting key features related to breathers is effectively enhanced, 

and the mAP of the model is increased by 0.7% compared with the baseline as well, 

while the number of parameters and computational complexity of the model are almost 

unchanged. Although the inference speed is slightly decreased in exchange for higher 

mAP, the cost is acceptable because the inference speed has already significantly 

exceeded 30 FPS which is enough for real-time detection. 

Finally, when all three improvement schemes are used together, the mAP of the 

proposed method improved by 2.1% compared to the one of the baseline. The mAP 

curves of training process are shown in Figure 6. At the beginning of training, the mAP 

of the original YOLOv8n model is higher, which is caused by the modified structure and 

introduced new parameters in the improved model. At the later stage of training, the mAP 

of the improved model gradually exceeds that of the baseline, and the original model 

begins to overfit while the improved model does not. The above results verify that the 

improved model is more accurate and robust than the baseline model, while maintaining 

a relatively high inference speed for detecting in real-time and hardly increasing the 

parameters and computation cost. 
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Figure 6. mAP curves of original and improved models. 

4.4. Qualitative Experiment 

The above experiments have verified the effectiveness of the proposed method and the 

contribution of each improvement scheme on the discolored breather detection task. In 

order to observe the effects brought about by above improvements more intuitively, we 

visualize the detection results, as shown in Figure 7. In all images for comparison, the 

improved YOLOv8 model can pay more attention to the effective features of breathers 

to effectively avoid the false detection and improve the confidence score of the detected 

object. This result further verifies the effectiveness of our proposed method. 

 

Figure 7. detection results of original and improved models. 
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5. Conclusion 

This paper proposes a discolored breather recognition method based on improved 

YOLOv8 by analyzing the characteristics of application scenarios, deployment 

conditions and original data. Firstly, the problem of sample imbalance is solved by a 

novel data augmentation strategy of cropping and generating. Secondly, a more powerful 

multi-scale feature fusion is enabled by incorporating the structure of BiFPN. Finally, 

CBAM attention mechanism is used to improve the ability of extracting effective features. 

The experimental results show that our method can realize the discolored breather 

detection with a lightweight model and a low computation cost which is suitable for 

deployment on inspection robots while achieving a better speed-precision tradeoff. 
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