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Abstract. Generative Artificial Intelligence (AI) offers tremendous potential in 

various domains but also raises critical ethical concerns. Key issues include the 

potential for misuse in spreading misinformation, the perpetuation of biases present 

in training data, the implications for privacy and data rights. It is crucial for 

developers, regulators and the public to collaborate in establishing robust ethical 

frameworks. These frameworks should guide the development and deployment of 

generative models, ensuring responsible use that maximizes benefits while 

mitigating risks. In this context the transparency, accountability, and  

public engagement emerge as foundational principles for navigating the ethical 

landscape of Generative AI. The aim of the paper is to propose a conceptual 

framework for solving ethical issues in Generative AI, after exploring issues, 

challenges, and implications for finding a more accountable integration of the 

technology into society. 
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1. Introduction 

Generative Artificial Intelligence (AI) represents a subset of AI models and techniques 
that generate new content, data or outputs, which are not part of their original training 

data. Generative AI systems can be trained to produce content that is almost 

indistinguishable from what a human could produce, such as: Art and design, creating 

original artworks or assisting designers; Music generation, suggesting new melodies to 
composers; Medicine, simulating new drugs or predicting disease progression; 

Journalism, aiding in preparing reports or gathering data. 

The main elements of Generative AI include [1, 2, 3]: 

� Generative Models are the primary algorithmic structures which are trained to 

produce data similar to the one they were trained on. The most popular model 

is the Generative Adversarial Networks (GAN). 
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� Training Data represent large datasets used to train generative models. The 

quality and diversity of such data are crucial for the effective performance of 

the AI. 

� Generative Adversarial Networks (GANs) comprising two neural networks 

(the Generator and the Discriminator) which are trained simultaneously. The 

Generator tries to create data, while the Discriminator tries to distinguish 

between the real and generated data. 

� Recurrent Neural Networks (RNNs) are used for sequence generation tasks 

like text, where the order of data is important. 

� Neural Network Architecture regulates the design and layout of the deep 
learning model, which determines how information flows and how the AI learns 

from data. 

� Variational Autoencoders (VAEs) are probabilistic models, which can 
generate new instances by learning from a compressed representation of the 

training data and then sampling from this space. 

� Loss Functions are mathematical functions that quantify how far the model 
predictions are from the actual results, guiding the model to adjust its 

parameters during training. 

� Latent Space is a compressed representation of the input data, often in a lower-
dimensional space, from which the generative models can sample to create new 

instances [4]. 

� Transfer Learning helps use pre-trained models on new but related tasks, 
which allows for faster and more efficient training of generative models. 

� Optimization Algorithms are used to adjust the parameters of the neural 

networks based on the feedback from the loss function, guiding the model 
towards better performance [5]. 

� Regularization prevents overfitting, ensuring the model generalizes well and 

doesn't just memorize the training data [6]. 

� Synthetic Data Generation uses generative models to produce new, artificial 

data that can be used for tasks where real data is scarce or unavailable [7]. 

� Evaluation Metrics are used to evaluate the quality and diversity of generated 
outputs. 

� Feedback Loops implement the outputs of the generative model to be fed back 

into the model as inputs, which leads to iterative refinement or continuous 

generation. 

The aim of the paper is to propose a conceptual framework for solving ethical issues 

in Generative AI, after exploring issues, challenges and implications for finding a more 

accountable integration of the technology into society. 

2. Main Advantages and Disadvantages of Generative AI 

Generative AI offers a substantial set of advantages, providing for the development of 

new applications and solutions across various domains. Some of the primary benefits 

include [8, 9, 10, 11]: 
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� Content Creation - Generative AI can produce original content, such as 

artwork, music, and written material, enabling new possibilities for creativity 

and automation. 

� Data Augmentation - in areas where there is no much data, Generative AI can 

create synthetic data to augment existing datasets, that can be particularly useful 

for training other machine learning models. 

� Rapid Prototyping - designers and developers can use Generative AI to 

quickly create prototypes. 

� Cost Efficiency - automated content generation can lead to significant savings, 

eliminating or reducing the need for manual content creation in some scenarios. 

� Customization - Generative AI can create tailored content for individual users 

or specific audiences, improving personalization. 

� Drug Discovery - generative models can simulate molecular structures, 

accelerating the discovery of potential new drugs and treatments. 

� Gaming and Virtual Environments - video game developers can use 
Generative AI to create expansive, dynamic and evolving virtual worlds, 

enhancing player immersion. 

� Simulation and Training - Generative AI can create realistic scenarios for 
training purposes - from medical surgeries to flight simulations. 

� Anomaly Detection - by learning to generate data, these models can help in 

identifying anomalies in datasets, which can be valuable in fields like fraud 
detection or quality assurance. 

� Reduced Dependence on Real Data - for sensitive applications where real data 

is either unavailable or poses privacy concerns, synthetic data can be a viable 

alternative. 

� Enhanced Creativity - artists can collaborate with Generative AI to explore 

new styles, patterns and forms. 

� Language Translation and Processing - generative models can be used in 

natural language tasks, leading to better translation, summarization, and other 

linguistic processes. 

� Real-time Adaptation - in interactive applications, Generative AI can adapt in 

real-time to user inputs or environmental changes, ensuring a dynamic response. 

� Scalability - once trained, generative models can produce vast amounts of 

content or data rapidly for large-scale needs. 

While offering numerous benefits, Generative AI also presents certain issues and 

challenges. Some of the main disadvantages include [12, 13, 14]: 

� Quality Control - the outputs of Generative AI can sometimes be unpredictable 

or of inconsistent quality, requiring human review or intervention. 

� Misinformation and Deepfakes - Generative AI can produce realistic but 
fabricated content, like deepfake videos, which can spread misinformation or 

be used maliciously. 

� Loss of Jobs - automation of content creation and other tasks by Generative AI 

could lead to job losses in certain sectors. 

� Ethical Concerns - the ability of AI to generate content can lead to ethical 

dilemmas, especially when creating sensitive or potentially harmful content. 

� Over-reliance on AI - depending heavily on Generative AI could reduce 

human creativity and problem-solving skills. 
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� Resource Intensiveness - training generative models, especially large ones, can 

be computationally intensive, requiring significant resources and energy. 

� Bias and Fairness - if the training data contains biases, the generated content 
can perpetuate or even amplify those biases. 

� Data Privacy - using real data to train generative models can pose data privacy 

concerns, especially if the generated outputs can be traced back to individual 
data points. 

� Intellectual Property Issues – it is unclear who owns the rights to AI-generated 

content, which could lead to potential legal and copyright challenges. 

� Economic Impacts - as Generative AI can produce content or products in large 

volumes, it could devalue certain professions. 

� Lack of Intuition - while Generative AI can create content, it lacks the human 
intuition, context or emotional depth that exists in human-made creative works. 

� Dependency and Obsolescence - relying too much on AI for generation tasks 

could make certain human skills or tools obsolete. 

� Evaluation Challenges - it can be difficult to objectively measure the quality 

or relevance of AI-generated content, which requires new evaluation metrics or 

frameworks. 

� Safety Concerns - in some domains, such as drug discovery or structural design, 

errors or inaccuracies in AI-generated outputs can have severe safety 

implications. 

� Potential for Monopolization - Generative AI models often require huge 

resources, which could lead to the risk of monopolization by tech giants, 

eliminating smaller companies. 

Generative AI has an immense potential, but these disadvantages strongly affect its 
use and importance. Hence, a cautious approach is needed for its development and 

deployment by balancing its benefits with potential risks. 

3. Ethical Issues in Generative AI 

Generative AI Ethics encompasses the moral, societal and legal considerations 

surrounding the use of AI systems that can generate content. The main elements of 

Generative AI Ethics could be defined as follows [15, 16, 17, 18]: 

Authenticity and Truthfulness address the blurring of lines between genuine 
content and AI-generated content, such as the creation of deepfakes, which can be 

misleading or deceptive [19, 20]. Traditionally authenticity is linked to originality of 

human-made products. With AI capable of producing artwork or writing essays, it is 

difficult to determine of the authenticity of new products. One of the most profound 
issues Generative AI presents is the creation of deepfakes - realistic but entirely 

fabricated audio, images or videos. For such creations it is hard to make difference 

between reality and fabrication, and they pose significant threats to truthfulness, 

especially in the field of news, politics and public perception. When Generative AI 
autonomously generates content without human intervention, discerning authenticity 

becomes more challenging. Generative AI models, trained on big datasets, could produce 

content that copies existing works. Such instances raise questions about originality and 

the potential for unintentional plagiarism. With the expansion of Generative AI there is 
an increasing demand for technologies that can verify the authenticity of content in order 
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to establish the difference between human-generated and AI-generated outputs. 
Authenticity in emotions originates from genuine experiences and feelings, but machines 

still do not possess that at the current moment of AI development. 

Bias and Fairness ensure the data used to train generative AI is free from biases, 

which can lead to discriminatory or unfair outcomes [21, 22, 23, 24]. Bias and fairness 
in generative AI ethics is a growing concern as AI systems increasingly affect numerous 

aspects of live. Biased algorithms can amplify societal prejudices, leading to unfair 

outcomes and contributing to systemic inequities. Bias in Generative AI arises when the 

model reflects societal, cultural or data-specific prejudices. It can stem from biased 
training data and model design and architecture. Biased AI models can lead to 

misrepresentation of ideas and decision-making. Fairness ensures that AI systems work 

evenly for all user groups. Achieving fairness can boost public trust in AI systems, 

improve inclusivity and representation and ensure justice and equity in critical decisions. 
Transparency and Explainability implement processes to make the AI decision-

making clear and understandable, especially when its outputs can have significant real-

world consequences [25, 26, 27, 28]. Transparency and explainability in Generative AI 

are critical concepts especially as AI models gain wide use in various applications. 
Generative AI can generate diverse and complex outputs, making it essential for users to 

understand how and why the AI is producing certain results. Transparency refers to the 

openness about how the AI model works, including its architecture, training data, and 

processes. Explainability relates to the model's ability to provide understandable reasons 
for its outputs. Oversimplified explanations can mislead users. It is essential to ensure 

that explanations genuinely represent the model's decision-making process, as well as 

the explanations should be tailored to the audience 

Accountability and Responsibility determine who is responsible if a Generative 
AI produces harmful or misleading content [29, 30, 31]. The potential consequences of 

AI-driven outputs make it critical for clear guidelines and mechanisms to be defined. 

Accountability involves owning and answering for the outcomes generated by an AI 

system. If an AI system makes a mistake or causes harm, there must be a mechanism to 
determine who or what is accountable. Responsibility relates to the obligation to ensure 

that AI behaves correctly and ethically. Responsibility includes designing, developing, 

deploying and monitoring the AI system. Accountability and Responsibility have also 

ethical and legal implications. Liability determines who is liable when AI goes wrong – 
is it the developer, the company, the user or even the AI itself. Moral responsibility is to 

ensure AI does not perpetuate harmful biases or behavior. 

Intellectual Property resolves issues related to the ownership of AI-generated 

content and determining the rights of creators in the content generation process [32, 33, 
34, 35]. If machines produce art, music or literature, there is a concern that the intrinsic 

value and appreciation of human creativity could diminish. The answer who receives the 

financial benefits if AI generates a commercially successful piece should be predefined.  

Originality and authenticity are also another concern of the intellectual property. 
Accidental plagiarism could replicate existing copyrighted content, leading to ethical 

concerns about unintentional IP infringements. 

Economic and Social Impact deal with the socio-economic implications, including 

potential job displacements or the devaluation of human-generated content [36, 37, 38]. 
The economic impact is linked to the job creation and displacement since Generative AI 

can create new jobs, especially in technology sector, but it could also displace jobs, 

particularly those that involve repetitive tasks or information generation. The business 

efficiency and innovation can use Generative AI for tasks, such as content creation, 
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design and data analysis to streamline operations and to foster innovation. The AI-driven 
products and services can lead to entirely new business models, such as personalized 

content platforms or AI-driven design services. The social impact can affect education 

as AI tutors or content generators can personalize learning, but also to reduce the value 

of human interaction in education. Generative AI can be used to create fake news or 
deepfakes, posing significant challenges for information dissemination and trust. 

Privacy and Security guard the privacy of individuals, especially when AI-

generated content can impersonate or misuse personal information [39, 40]. AI ethics are 

of particular importance since these models are becoming more dominant in various 
applications. Addressing these issues is crucial to ensure that AI serves its users safely 

and respects their rights. The privacy concerns deal with data leakage, surveillance, 

profiling and impersonalization, while the security issues deal with adversarial attacks, 

manipulation, dependency and tempering. User data should not be used without explicit 
consent, especially when training AI models. 

Erosion of Human Skills is related to reduction in practice opportunities since 

Generative AI can automatically produce content, design or other outputs that 

traditionally require human effort [41, 42, 43]. In time they will not have enough 
opportunities to practice their skills, which could lead to potential skill loss. The 

dependency on automation due to the over-reliance on Generative AI can create a 

dependency on it. The loss of intuitive decision-making due to heavy relying on AI for 

decisions can overshadow the importance of human intuition or accumulated knowledge, 
which have traditionally been invaluable in various fields. The creativity could be lost if 

the Generative AI begins to dominate the creative space, the natural human emotions and 

personal experience. Loss of experiential learning could be possible if Generative AI 

starts making decisions, as well as devaluation of traditional skills too, since Generative 
AI could make certain manual or traditional skills obsolete, leading to a potential 

devaluation of these skills, even if they hold cultural or historical significance. 

4. A Conceptual Framework for Solving Ethical Issues in Generative AI 

The proposed conceptual framework should provide guidelines for users to address the 
ethical issues of Generative AI. The following considerations should be taken into mind: 

Purpose and Contextual Clarity - before any deployment, it is essential to clearly 

define the purpose of the Generative AI system. This includes understanding the 

potential contexts and applications, ensuring harmonization with established societal 
values. 

Transparency and Accountability should be achieved through proper 

documentation, maintain full and comprehensive records of the AI design, training data 

and decision-making logic. Responsibility protocols are to be established for defining 
clear lines of responsibility across all stages - from development to deployment. 

Data Rights and Privacy should contain informed consent, ensuring that the data 

used, personal or sensitive data, is used with explicit consent. The anonymization should 

implement strong mechanisms to anonymize data, minimizing the risk of personal 
identification. 

Authenticity Protocols should contain verification systems in order to create 

mechanisms for verifying the authenticity of AI-generated content, with a special accent 

on critical areas such as news or academic research. Watermarking should be considered 
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as means for monitoring embedding traceable signatures in AI-produced content to 
ensure transparency about its origin. 

Security and Robustness should include threat assessment for a regular evaluation 

of potential threats and vulnerabilities in Generative AI systems. AI models should be 

frequently updated to guard against emerging threats. 
Fairness Audits should include bias mitigation to identify and mitigate biases in 

training data and model outputs, while feedback loops should be used as mechanisms to 

refine models based on feedback regarding any unintentional biases or discriminative 

outputs. 
Economic and Social Considerations should care for the assessment of the impact 

on jobs by analyzing potential job displacements and to develop strategies for smooth 

labor market transitions. The ethical issues should consider the possible business models. 

Public Engagement and Collaboration should include awareness campaigns by 
which the public should be educated on the ethical implications and uses of Generative 

AI. Feedback should be planned for collecting and considering the public inputs on 

Generative AI deployments. 

Continuous Evolution should ensure that the framework is reviewed periodically, 
integrating new issues, challenges and solutions. 

The proposed conceptual framework could be organized as the following block-

diagram, visually illustrated in Figure 1. 

Awareness comprises two components: (a) Recognizing Ethical Issues by which it 
is possible to understand when and where ethical concerns arise with Generative AI; (b) 

by which it is possible to determine the potential and limits of Generative AI. 

Evaluation comprises three components: (a) User Analysis for identification who 

is affected by the Generative AI results and in what ways; (b) Risk Analysis for 
determination of the possible risks and their magnitude, including misuse or 

misinterpretation of generated content; (c) Benefit Assessment for evaluation of valuate 

the potential benefits of the Generative AI capabilities, such as innovation or improved 

decision-making. 
Decision-Making comprises two components: (a) Ethical Guidelines to establish 

clear rules based on widely accepted ethical principles, such as transparency, fairness 

and privacy; (b) Balancing to weigh the benefits against the risks, taking into account the 

varying interests and concerns of the users. 
Implementation comprises three components: (a) Ethics in Design is to ensure that 

ethical considerations are built into the design and functionality of Generative AI 

systems; (b) Transparency and Explainability will provide clear explanations about how 

the AI works and makes decisions, as well as make this information accessible to users 
and stakeholders; (c) Feedback will allow users and other stakeholders to provide 

feedback on AI results and any associated ethical concerns. 

Review Process comprises three components: (a) Results will be continuously 

monitored the to identify unforeseen ethical challenges; (b) Improvements will adjust the 
AI system by the provided feedback in order to change societal values and observed 

results. Updates will support the latest research and advancements in the field to ensure 

that the framework remains relevant and effective. 
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Figure 1. Block Diagram of the Conceptual Framework for Solving Ethical Issues in Generative Artificial 

Intelligence  
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5. Conclusion 

Generative AI offers transformative potential across multiple domains. However, with 

its powerful capabilities come equally unique ethical concerns. The proposed conceptual 

framework defines an approach for solving observed ethical issues in Generative AI. 

This framework should be used as guidelines in the development and deployment of 
Generative AI models, ensuring responsible use that maximizes benefits while mitigating 

possible risks. 

Acknowledgement 

The research is supported by the Science Fund of the University of National and World 
Economy under the project “Development and Use of Artificial Intelligence in Education 

and Economy” (Grant No. NID NI 1/2021). 

References 

[1] Lawton G. What is generative AI? Everything you need to know. TechTarget, 2023, 

https://www.techtarget.com/searchenterpriseai/definition/generative-AI 

[2] Pennefather PP. Creative Prototyping with Generative AI: Augmenting Creative Workflows with 

Generative AI. Apress 2023. 

[3] Langr J, Bok V. GANs in Action: Deep Learning with Generative Adversarial Networks. Manning 

Publications 2019. 

[4] Tao H, Lu M, Hu Z. et al. A gated multi-hierarchical feature fusion network for recognizing steel plate 

surface defects. Multimedia Systems 2023;29:1347–1360, doi: 10.1007/s00530-023-01066-1. 

[5] Tao H, Duan Q, An J. An adaptive interference removal framework for video person re-identification. 

Proceedings of the IEEE Transactions on Circuits and Systems for Video Technology; 2023 

Sept;33(9):5148-5159, doi: 10.1109/TCSVT.2023.3250464. 

[6] Tao H, Duan Q, Lu M, Hu Z. Learning discriminative feature representation with pixel-level 

supervision for forest smoke recognition. Pattern Recognition 2023;143, art. no. 109761,  

doi: 10.1016/j.patcog.2023.109761. 

[7] Tao H, A label-relevance multi-direction interaction network with enhanced deformable convolution 

for forest smoke recognition. Expert Systems with Applications 2024;236: art. no. 121383, doi: 

10.1016/j.eswa.2023.121383. 

[8] Taulli T. Generative AI: A Non-Technical Introduction. 1st ed. Edition, Apress, 2023. 

[9] Salah M, Halbusi HA, Abdelfattah F. May the force of text data analysis be with you: Unleashing the 

power of generative AI for social psychology research. Computers in Human Behavior: Artificial 

Humans 2023;1(2): art. no. 100006, doi: 10.1016/j.chbah.2023.100006. 

[10] Nah FF-H, Zheng R, Jingyuan Cai J, Siau K, Chen L. Generative AI and ChatGPT: applications, 

challenges, and ai-human collaboration. Journal of Information Technology Case and Application 

Research 2023; 25(3): 277-304, doi: 10.1080/15228053.2023.2233814.  

[11] Chiu TKF. The impact of Generative AI (GenAI) on practices, policies and research direction in 

education: a case of ChatGPT and Midjourney. Interactive Learning Environments 2023, doi: 

10.1080/10494820.2023.2253861. 

[12] Zohny H, McMillan J, King M. Ethics of generative AI. Journal of Medical Ethics 2023;49(2):79-80, 

doi: 10.1136/jme-2023-108909. 

[13] Hurlburt G. What If Ethics Got in the Way of Generative AI? IT Professional 2023 March-April;25(2): 

4-6, doi: 10.1109/MITP.2023.3267140. 

[14] Tschaepe M. Pragmatic Ethics for Generative Adversarial Networks: Coupling, Cyborgs, and Machine 

Learning. Contemporary Pragmatism 2021 May;18(1):95–111, doi: 10.1163/18758185-bja10005.  

[15] IBM. What is AI Ethics? 2023, https://www.ibm.com/topics/ai-ethics 

[16] IBM. AI Ethics: Building trust in AI. 2023, https://www.ibm.com/impact/ai-ethics 

P. Zlateva et al. / A Conceptual Framework for Solving Ethical Issues in Generative AI118

https://doi.org/10.1007/s00530-023-01066-1
https://doi.org/10.1016/j.patcog.2023.109761
https://doi.org/10.1016/j.eswa.2023.121383
https://doi.org/10.1016/j.eswa.2023.121383


[17] Lawton G, Wigmore I. AI ethics (AI code of ethics). TechTarget 2023, 

https://www.techtarget.com/whatis/definition/AI-code-of-ethics 

[18] Ramos G. Ethics of Artificial Intelligence: Recommendation on the Ethics of Artificial Intelligence. 

Social and Human Sciences of UNESCO. 2023, https://www.unesco.org/en/artificial-

intelligence/recommendation-ethics 

[19] Lawton G. Generative AI ethics: 8 biggest concerns. TechTarget 2023 Apr 18, 

https://www.techtarget.com/searchenterpriseai/tip/Generative-AI-ethics-8-biggest-concerns 

[20] Lozano AL, Moujahid A, Masneri S. Ethical Considerations of Generative AI. NTT DATA, 2023, 

https://www.nttdata.com/global/en/-/media/nttdataglobal/1_files/services/data-and-

intelligence/ethical_considerations_of_generative_ai.pdf 

[21] Chugh V. Ethics in Generative AI. Data Camp, Jul 2023. https://www.datacamp.com/tutorial/ethics-

in-generative-ai 

[22] Wach K., Duong C, Ejdys J, Kazlauskaitė R, Korzynski P, Mazurek G, Paliszkiewicz J, Ziemba E. The 

dark side of generative artificial intelligence: A critical analysis of controversies and risks of ChatGPT. 

Entrepreneurial Business and Economics Review 2023;11(2):7-30, doi: 10.15678/EBER.2023.110201, 

https://eber.uek.krakow.pl/index.php/eber/article/view/2113 

[23] Sweenor D. Generative AI Ethics: Key Considerations in the Age of Autonomous Content. Towards 

Data Science 2023 July 25, https://towardsdatascience.com/generative-ai-ethics-b2db92ecb909 

[24] Hiter S. Generative AI Ethics: Concerns and Solutions. eWeek 2023 June 13, 

https://www.eweek.com/artificial-intelligence/generative-ai-ethics/ 

[25] Baxter K, Schlesinger Y. Managing the Risks of Generative AI. Harvard Business Review 2023 June 

06, https://hbr.org/2023/06/managing-the-risks-of-generative-ai 

[26] Dilmegani C. Generative AI Ethics: Top 6 Concerns. AI Multiple, 

https://research.aimultiple.com/generative-ai-ethics/ 

[27] Shin M. The ethics of generative AI: How we can harness this powerful technology. ZDNET Tech 

Today 2023 Sept., www.zdnet.com/article/how-we-can-harness-the-power-of-generative-ai-ethically/ 

[28] Lari S. Exploring the Ethical Implications of Generative AI in Content Creation. Experience Matters, 

2023, www.linkedin.com/pulse/exploring-ethical-implications-generative-ai-content-creation-lari/ 

[29] Krishnamurthy S. The Ethical Impact of Generative AI. 2023 May 16, 

https://www.linkedin.com/pulse/ethical-impact-generative-ai-sushma-krishnamurthy/ 

[30] Lee M, Kruger L. Risks and ethical considerations of generative AI. Deloitte, 2023 March 13, 

https://ukfinancialservicesinsights.deloitte.com/post/102i7s2/risks-and-ethical-considerations-of-

generative-ai 

[31] Ganesh S. Top 10 Ethical Considerations in Generative AI. Analytics Insight, 2023 July 20, 

https://www.analyticsinsight.net/top-10-ethical-considerations-in-generative-ai/ 

[32] Klenk M. Ethics of Generative AI and Manipulation: A Design-Oriented Research Agenda. SSRN, 

2023 June 14, https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4478397 

[33] Thomas R. Maintaining the Ethical Boundaries of Generative AI in Research and Scholarly Writing. 

Enago Academy 2023 August, www.enago.com/academy/generative-ai-ethics-in-academic-writing/ 

[34] Gershfeld A, Sapunov G. The future of generative AI and its ethical implications. Venture Beat 2022 

December 3, https://venturebeat.com/ai/the-future-of-generative-ai-and-its-ethical-implications/ 

[35] Taggart J. Perspectives on Generative AI Ethics. Teaching Hub, UVA, University of Virginia, 2023 

February 6, https://teaching.virginia.edu/collections/what-are-ethical-considerations-for-ai/198 

[36] Gocklin B. Guidelines for Responsible Content Creation with Generative AI. Content Strategist, 2023, 

https://contently.com/2023/01/03/guidelines-for-responsible-content-creation-with-generative-ai/ 

[37] Tooliqa. The Ethical Dilemma of Generative AI. 2023 March 27, https://www.tooli.qa/insights/the-

ethical-dilemma-of-generative-ai 

[38] Jain S. The Ethics of Generative AI: Navigating New Responsibilities. AI Technology Insights, AI 

Thority, 2023 August 18, https://aithority.com/machine-learning/the-ethics-of-generative-ai/ 

[39] ICAEW. When using generative AI, it is important to look at ethical considerations. Generative AI 

Guide, https://www.icaew.com/technical/technology/artificial-intelligence/generative-ai-guide/ethics 

[40] Uche N, Grame S, O’Neill C, Pedersen K. Guidelines for the Ethical Use of Generative AI (i.e. 

ChatGPT) on Campus. Markkula Center for Applied Ethics, Santa Clara University, CA, USA, 2023 

May 22, https://www.scu.edu/ethics/focus-areas/campus-ethics/guidelines-for-the-ethical-use-of-

generative-ai-ie-chatgpt-on-campus/ 

[41] Douglas M. 5 Pillars of Responsible Generative AI: A Code of Ethics for the Future. Developers, 

Toptal, 2023, https://www.toptal.com/artificial-intelligence/future-of-generative-ai-ethics 

[42] Satari A. A look at generative AI and its ethical landscape. Telecoms, 2023 July 17, 

https://telecoms.com/522622/a-look-at-generative-ai-and-its-ethical-landscape/ 

[43] Kaur J. Ensuring Ethical and Responsible Use of Generative AI. Enterprise AI, Xenon Stack - A Stack 

Innovator, 2023 August 3, https://www.xenonstack.com/blog/responsible-use-generative-ai 

P. Zlateva et al. / A Conceptual Framework for Solving Ethical Issues in Generative AI 119


