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A cyclic unary regular language is a regular language over a unary alphabet that is rep-

resented by a cyclic automaton. We propose a similarity measure for cyclic unary regular

languages by modifying the Jaccard similarity coefficient and the Sørensen coefficient to
measure the level of overlap between such languages. This measure computes the pro-

portion of strings that are shared by two or more cyclic unary regular languages and is

an upper bound of the Jaccard coefficient and the Sørensen coefficient. By using such
similarity measure, we define a dissimilarity measure for cyclic unary regular languages

that is a semimetric distance. Moreover, it can be used for the non-cyclic case.

Keywords: Similarity measure; cyclic unary regular language; Jaccard coefficient;
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1. Introduction

Unary regular languages (for short, URLs) are regular languages over a unary al-
phabet. Due to their relation to many number-theoretic results, as well as their
difference from the general case (non-unary regular languages), they are of partic-
ular interest in the study of state complexity [11, 12], i.e., which is defined as the
size of the minimal finite automaton accepting the language. Some papers on state
complexity of URLs have been published. For example, in [7], deterministic unary
automata, nondeterministic unary automata and probabilistic unary automata ac-
cepting the same languages are compared with respect to their size, and in [10]
the nondeterministic state complexity of URLs and of their complements are also
compared. A cyclic URL (for short, CURLs) is a URL that can be represented by
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a cyclic automaton. Some properties of CURLs and unary nondeterministic finite
automata have been investigated in [5, 8].

However, there is a lack of results that compare two (neither cyclic nor non-
cyclic) URLs based on their strings. As far as we know, there does not exist a
measure of the overlap between two URLs or between two CURLs, as it is the
case with other types of languages. For example, in [2], an iterative procedure to
compute the relative entropy between two stochastic deterministic regular grammars
is proposed and in [3], a general approach to compute a similarity measure between
distributions generated by probabilistic tree automata is defined.

On the other hand, if one considers dynamic systems or genetic algorithms,
where the populations are presented by unary regular sets (see e.g. [4]), then the
selection process requires a comparison of such sets. Thus we are interested in a
similarity measure for unary regular sets.

In the case of finite sets A and B the Jaccard coefficient and the Sørensen (or
Dice) coefficient defined by

JCA,B =
|A ∩B|
|A ∪B|

and SCA,B =
2 · |A ∩B|
|A|+ |B|

(1)

are well-known measures of similarity (see [15], [13], [16]). Obviously, the intuitive
idea behind these measures is that sets are more similar if they have more elements
in common. These measures cannot directly be used for infinite sets. Since we
are interested in infinite regular sets, the Jaccard and Sørensen coefficients cannot
directly be used for CURLs.

In this paper, we introduced modified variants of these coefficients. But their
computations cannot directly be performed using a given representation of the
CURLs by their minimal automata; it needs a transformation to another repre-
sentation of the CURLs.

Thus, in this work, we propose a similarity measure for CURLs that computes
the overlap between two or more CURLs directly from the given representations
by minimal automata. Moreover, we prove that the similarity measure for CURLs
proposed in this work is an upper bound of the Jaccard coefficient and the Sørensen
coefficient for CURLs. Furthermore, if a sequence of CURLs approaches a certain
CURL with respect to one of the considered similarities, then this also holds for
the other ones. Thus by the relation between the measures it seems that a tendency
can be seen earlier by using the newly introduced measure.

Using the similarity measure, we also define a dissimilarity measure for CURLs.
That will be done in the same way as the Jaccard distance is defined by using the
Jaccard coefficient (in the case of finite sets). In contrast to the Jaccard distance,
such a dissimilarity measure for CURLs is not a metric distance, since the triangle
inequality is not satisfied. We prove that it is a semimetric distance.

Finally, we mention that we can also use the dissimilarity measure proposed in
this work in the case of non-cyclic URLs. Therefore, in general, we have a dissim-
ilarity measure for URLs (cyclic and non-cyclic). We show that the dissimilarity
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measure for URLs is a symmetric distance (it does not satisfy the identity of indis-
cernibles) and not a semimetric distance.

This paper is organized as follows. In Section 2, we present some notations that
are used in the sequel. In Section 3, we define a measure of similarity for CURLs
by modifying the Jaccard similarity to infinite sets. In Section 4, we propose a
definition of the Jaccard coefficient and the Sørensen coefficient, which can be used
for CURLs. and compare them with the similarity measure. In Section 5, we define
a measure of dissimilarity for CURLs by using the similarity measure and present
some properties of it. We finish with a short discussion concerning URLs.

2. Some Notation

The reader is assumed to be familiar with the basic concepts of formal language
theory. Here, only some notations used in the paper will be recalled. For further
information the reader is referred to [14].

In the sequel, we will consider that 0 ∈ N. For the cases in which zero is not
included, we will write N+. A periodic sequence of numbers with period y, i.e.,
x, x+y, x+2y, x+3y, . . . , will also be called a (natural) succession. The cardinality
of a finite set X is designated by |X|. For a word x = x1x2 . . . xn over some alphabet
V , xi ∈ V for 1 ≤ i ≤ n, we denote by x(i) the i-th letter of x, i.e., x(i) = xi.

In this paper we work with languages over a unary alphabet. Let A be a deter-
ministic finite automaton over a unary alphabet (for short, UDFA) that represents
a regular language. As the alphabet is unary, each UDFA will have the diagram
that is shown in Figure 1. Its states are divided into two groups, the first one, that
we call initial part, contains the states from the initial state 0 to the state i−1, the
second one, that we call loop, contains the remaining states. The initial word can
be empty in those automata, whose last state transits to its initial state.

//WVUTPQRS0 //WVUTPQRS1 // . . . //WVUTPQRSi // WVUTPQRSi+ 1 // . . . // WVUTPQRSn

ww

Fig. 1. Diagram of a UDFA

A UDFA will be represented as a vector (v, w) where v ∈ {0, 1}∗ describes
the initial part and w ∈ {0, 1}+ describes the loop. The zeros represent the non-
accepting states of the automaton, and the ones represent the accepting states of
the automaton.

For example, the representation of the automaton in Figure 2 is (011, 110).
For a UDFA (v, w), where the states are numbered starting from zero, let

A = {a | 1 ≤ a ≤ |v|, v(a) = 1} and B = {b+ |v| | 1 ≤ b ≤ |w|, w(b) = 1}.
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// ?>=<89:;0 // ?>=<89:;765401231 // ?>=<89:;765401232 // ?>=<89:;765401233 // ?>=<89:;765401234 // ?>=<89:;5
��

Fig. 2. An example of a UDFA where the states with two circles are the accepting states

Let n,m ∈ N+. If |A| = n and |B| = m is assumed, then A = {a1, . . . , an} and
B = {b1, . . . , bm}.

Since the strings accepted by UDFAs are sequences of the same symbol, we can
identify a string with its length. Then, the set of strings accepted by a given UDFA
will be represented by a subset of the natural numbers. Any natural number k that
belongs to such a subset represents the string of length k. Thus, we say that (v, w)
represents the language

{a1, a2, . . . , an} ∪ {b1 + |w|k, b2 + |w|k, . . . , bm + |w|k | k ∈ N} (3)

For example, the URL that is given by the automaton in Figure 2 is represented by
{1, 2} ∪ {3 + 3k, 4 + 3k | k ∈ N}. In the sequel we use a shorter notation where the
set of (3) is given by

{{ai, bj + |w|k}k∈N}i=1,2,...,n, j=1,2,...,m (4)

Without loss of generality, we will use the minimal UDFA (for short, MUDFA)
that represents a given URL to obtain the previous notation for the URLs, in this
way, we will have the minimal m, that will simplify the calculus of the similar-
ity measure, and a unique representation for each CURL (since there is a unique
MUDFA for any given URL).

A UDFA is cyclic if its initial word is empty. Then, we represent it as a vector
(λ,w) where w ∈ {0, 1}+ and λ is the empty string. We say that a URL R is a
CURL if its MUDFA is cyclic.

Therefore, the notation for a CURL M , that is represented by the UDFA (λ,w),
will be

M = {{bi + |w|k}k∈N}i=1,2,...,m. (5)

Thus a CURL is given by an infinite set of natural numbers, more precisely, by the
union of a finite number of periodic sequences (with a fixed period). It is clear that
bi < |w| for any i ∈ {1, 2, . . . ,m}.

3. A Similarity Measure for CURLs

3.1. Similarity between two successions

It is natural to say that two successions have the similarity 0 if they have no numbers
in common. Therefore we are interested in the cases where the intersection of the
two successions of natural numbers is not empty.
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Lemma 1. For each two natural successions A = {a+bn}n∈N and B = {c+dk}k∈N,
A∩B 6= ∅ if and only if c−a is a multiple of gcd(b, d) (where gcd(b, d) is the greatest
common divisor of b and d).

Proof. a + bn = c + dk if and only if c − a = bn − dk. By the Main Theorem on
gcd, there is a solution in Z of this equation, if and only if c − a is a multiple of
gcd(b, d).

Lemma 2. Let M be a CURL. Given A,B ∈M , A ∩B 6= ∅ if and only if A = B.

Proof. Let us suppose that A ∩ B 6= ∅. If we assume that A = {ai + bk}k∈N and
B = {aj + bk}k∈N, by Theorem 1, A∩B 6= ∅ if and only if |ai − aj | is a multiple of
gcd(b, b) = b. Since ai, aj < b, we have 0 ≤ |ai−aj | < b. Then |ai−aj | is a multiple
of gcd(b, b) = b if and only if |ai − aj | = 0, that is, A = B.

Let A = {a+ bn}n∈N and B = {c+ dk}k∈N be two natural successions. We use
the frequency in which the overlapped elements, i.e., elements which are in A as
well as in B, appear in A as the measure of the overlap (thus it reflects the portion
of elements of B in A).

Let

T = {k ∈ N | c− a
b

+
d

b
k ∈ N}

be the set of natural numbers such that the element c+ dk of B is contained in A.
Furthermore, let t be the minimal number in T . We determine the amount that has
to be added to t in order to obtain another element of the set T . Thus, x ∈ N with
c− a
b

+
d

b
(t+ x) ∈ N is looked for. Since

c− a
b

+
d

b
(t+ x) ∈ N if and only if

c− a
b

+
d

b
t+

d

b
x ∈ N

and
c− a
b

+
d

b
t ∈ N, we have

c− a
b

+
d

b
t+

d

b
x ∈ N if and only if

d

b
x ∈ N if and only

if x =
b

gcd(b, d)
m for some m ∈ N.

So, if T = {t+
b

gcd(b, d)
m | m ∈ N}, then the overlapped terms belong to

T ′ = {c− a
b

+
d

b
(t+

b

gcd(b, d)
m) | m ∈ N}.

Therefore the distance of two successive elements of T ′ is given by

c− a
b

+
d

b
(t+

b

gcd(b, d)
m)− [

c− a
b

+
d

b
(t+

b

gcd(b, d)
(m− 1))] =

d

gcd(b, d)
.

So, starting from t can be affirmed that a natural number that belongs to T ′ will

be found in A every
d

gcd(b, d)
terms.



May 7, 2009 13:32 WSPC/INSTRUCTION FILE damarvi-ijfcs-new6

6 J. Dassow, G. M. Mart́ın and F. J. Vico

Therefore,
gcd(b, d)

d
can be considered as the overlap of A with B. That is, we

have done a partition of the succession A into d disjoint subsets and gcd(b, d) words
of them belong to B.

Definition 3. The overlap of an infinite succession A = {a+ bn}n∈N with another
one B = {c+ dk}k∈N, that we will call ISOA,B (for Infinite Successions Overlap),
is defined as:

ISOA,B =

 gcd(b, d)
d

if A ∩B 6= ∅
0 in other case

Lemma 4. Let A = {a+ bn}n∈N and B = {c+ dk}k∈N be two natural successions.
Then A ⊆ B if and only if ISOA,B = 1.

Proof. ISOA,B = 1 if and only if gcd(b, d) = d if and only if b = du for some u ∈ N.
Since ISOA,B = 1 we have A∩B 6= ∅ and thus, by Lemma 1, c−a = t·gcd(b, d) = td

for some t ∈ N. For n ∈ N, we get a + bn = c + dt + dun = c + d(t + un), which
proves that any element of A is contained in B or equivalently, A ⊆ B.

If A ⊆ B, then for any n ∈ N, there exists m ∈ N such that a+ bn = c+ dm. In
particular, it holds for n = 1, that is, there exists m ∈ N such that a+ b = c+ dm.
Since c− a = td, we have b = d(t+m). Thus gcd(b, d) = d and ISOA,B = 1.

The similarity of two successions combines ISOA,B and ISOB,A.

Definition 5. The similarity measure between two infinite successions A = {a +
bn}n∈N and B = {c + dk}k∈N, that we will call ISSA,B (for Infinite Successions
Similarity), is defined as:

ISSA,B =


ISOA,B + ISOA,B

2
if A ∩B 6= ∅

0 in other case

Given two infinite successions A and B, 0 ≤ ISSA,B ≤ 1, since 0 ≤ ISOA,B ≤ 1
and 0 ≤ ISOB,A ≤ 1 for any infinite successions A and B.

3.2. The proposed similarity measure for CURLs

In this section, we define the similarity measure for CURLs by using the similarity
measure between two successions that has been defined in the previous section.

Given two CURLs M and N , we have that M ∩N 6= ∅ if and only if there exist
at least A ∈M and B ∈ N such that A ∩B 6= ∅.

Definition 6. Let M and N be two CURLs. We define the overlap of M with N ,
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that we will call URLOM,N (for Unary Regular Languages Overlap), as:

URLOM,N =


1
m

∑
A∈M
B∈N

ISOA,B if M ∩N 6= ∅

0 in other case

where m ∈ N is the number of successions of M .

By following the same reasoning as in the previous section, we define the simi-
larity measure between two CURLs as follows:

Definition 7. Let M and N be two CURLs. We define the similarity measure
between M and N , that we will call URLSM,N (for Unary Regular Languages Sim-
ilarity), as:

URLSM,N =


URLOM,N + URLON,M

2
if M ∩N 6= ∅

0 in other case

Our definitions require that the regular sets R and S are given as sets M and
N of periodic sequences which are induced by the minimal automata of R and S.
We now prove that any other description as sets M ′ and N ′ of periodic sequences
which are induced by DFAs accepting R and S give the same similarity.

Theorem 8. Let M = {{ai +bk}k∈N}i=1,2,...,m and M = {{a′i +b′k}k∈N}i=1,2,...,m′

be two descriptions of the regular set R, and let N = {{ci + dk}k∈N}i=1,2,...,n and
N = {{c′i + d′k}k∈N}i=1,2,...,n′ be two descriptions of the regular set S. Then

URLSM,N = URLSM,N .

Proof. We first compute URLSM,N . Let us assume that there are q pairs (i, j)
such that {ai + bk} ∩ {cj + dk} 6= ∅. Then we get

URLOM,N =
1
m

∑
i,j

ISO{ai+bk},{cj+dk} =
1
m
· q · gcd(b, d)

d
(3)

and an analogous result for URLON,M taking n and b instead of m and d, respec-
tively. Thus

URLSM,N =
q·gcd(b,d)

md + q·gcd(b,d)
nb

2
=
q · gcd(b, d)(md+ nb)

2nmbd
. (4)

Now we prove that other special representations of the sets R and S give the
same value. Let z be the lowest common multiple of b and d. We set

g =
z

b
and h =

z

d
.

Then we also have

g =
d

gcd(b, d)
and h =

b

gcd(b, d)
. (5)
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We now construct the successions

M ′ = {ai + vb+ kz | 1 ≤ i ≤ m, 0 ≤ v ≤ g − 1}k∈N

and

N ′ = {cj + v′d+ kz | 1 ≤ j ≤ n, 0 ≤ v′ ≤ h− 1}k∈N.

Thus we have ng successions in M ′ and mh successions in N ′. Obviously, M and
M ′, as well as N and N ′, describe the same regular languages. By Lemma 2, all
successions of M ′ and N ′ are pairwise disjoint. As above we get

URLOM ′,N ′ =
1
mg

∑
i,j,v,v′

ISO{ai+vb+kz},{cj+v′d+kz} =
q

mg
=
q · gcd(b, d)

md

and an analogous result for URLON ′,M ′ which leads to

URLSM ′,N ′ =
q · gcd(b, d)(md+ nb)

2nmbd
=
q(mg + nh)

2nmgh
(6)

Therefore we have URLSM,N = URLSM ′,N ′ .

The same argumentation can be used if we consider representations M ′u and N ′u
which are based on a multiple u of z.

Let y be the lowest common multiple of b, d, b′, d′. Then we get

URLSM,N = URLSM ′
y,N ′

y
and URLSM,N = URLSM

′
y,N

′
y
. (7)

Since M ′y and (M ′)′y describe R we get that

U = {ai+sb | 1 ≤ i ≤ m, 0 ≤ s ≤ u

b
−1} and U ′ = {a′i+tb′ | 1 ≤ i ≤ m′, 0 ≤ t ≤ u

b′
−1}

describe the set of all words in R of length at most y − 1. Thus U = U ′ and
consequently M ′y = (M ′)′y (since we extend U and U ′ only by adding multiples of
y). Analogously, Ny = (N ′)y. Therefore, by (7),

URLSM,N = URLSM ′
y,N ′

y
= URLSM

′
y,N

′
y

= URLSM,N .

Thus, in the sequel, we use the description which is most appropriate for our
proofs.

We now present some elementary properties of the similarity measure, we par-
ticularly show that it is a value between 0 and 1 (which is a desired property).

Lemma 9. 0 ≤ URLSM,N ≤ 1 for any two CURLs M and N .

Proof. Let M and N be two CURLs. The relation 0 ≤ URLSM,N is obvious.
Let M = {{ai + bk}k∈N}i=1,2,...,m and N = {{cj + dk}k∈N}j=1,2,...,n with

n,m ∈ N+. Let z be the lowest common multiple of b and d. Moreover, let

g =
z

b
=

d

gcd(b, d)
and h =

z

d
=

b

gcd(b, d)
.
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Then we can describe M and N as

M = {A1,1, A1,2, . . . , A1,g, A2,1, . . . , A2,g, . . . , Am,1, . . . , Am,g}
with Ai,p = {ai,p + zk}k∈N, ai,p = ai + (p− 1)b for 1 ≤ i ≤ m, 1 ≤ p ≤ g,

N = {C1,1, C1,2, . . . , C1,h, C2,1, . . . , C2,h, . . . , Cn,1, . . . , Cn,h}
with Cj,l = {cj,l + zk}k∈N, cj,l = cj + (l − 1)d for 1 ≤ j ≤ n, 1 ≤ l ≤ h.

Let Ai,p∩Cj,t 6= ∅. Then by Lemma 1, ai,p−cj,t = gcd(z, z)s = zs for some s ∈ N.
Moreover, ai,p < z and cj,t < z implies |ai,p − cj,t| < z. Thus, necessarily ai,p =
cj,t. This implies immediately Ai,p ⊆ Cj,t. Then, by Lemma 4, ISOAi,p,Cj,t

= 1.
Moreover, since all the cj,t are different, for any Ai,p ∈M , there exists at most one
Cj,t ∈ N such that Ai,p ∩ Cj,t 6= ∅.

If Ai,p ∩ Cx,y = ∅, then ISOAi,p,Cx,y
= 0. Thus we get∑

Cj,t∈N

ISOAi,p,Cj,t
=
{

1 if Ai,p ∩N 6= ∅
0 if Ai,p ∩N = ∅ .

Now we obtain

URLOM,N =
1
mg

∑
Ai,p∈M
Cj,t∈N

ISOAi,p,Cj,t

=
1
mg

∑
Ai,p∈M

( ∑
Cj,t∈N

ISOAi,p,Cj,t

)
≤ 1
mg

∑
Ai,p∈M

1 (8)

=
1
mg
·mg = 1.

Analogously, we have URLON,M ≤ 1. Thus, by the definition of URLSM,N , we
get URLSM,N ≤ 1.

Lemma 10. Let M and N be CURLs. URLOM,N = 1 if and only if M ⊆ N .

Proof. We consider the presentations given in the proof of Lemma 9.
Let us suppose M ⊆ N . Since M ⊆ N if only if Ai,p ⊆ N for any Ai,p ∈ M ,

we get Ai,p ∩ N 6= ∅ for any Ai,p ∈ M . Therefore, by the proof of Lemma 9,∑
Cj,t∈N

ISOAi,p,Cj,t
= 1 for any Ai,p ∈M . Thus we obtain an equality in (8), which

proves that URLOM,N = 1.

Conversely, URLOM,N = 1 if and only if
∑
C∈N

ISOA,C = 1 for any A ∈ M .

Therefore, A ∩ N 6= ∅ for any A ∈ M . Consequently, for any A ∈ M , there is a
C ∈ N such that A ∩ C 6= ∅. As in the proof of Theorem 9, we can show that



May 7, 2009 13:32 WSPC/INSTRUCTION FILE damarvi-ijfcs-new6

10 J. Dassow, G. M. Mart́ın and F. J. Vico

A ∩ C 6= ∅ implies A ⊆ C. Thus, for any A ∈ M , there is a C ∈ N with A ⊆ C.
This implies A ⊆ N for any A ∈M which gives M ⊆ N .

We have shown that, for any CURLs M and N , 0 ≤ URLSM,N ≤ 1. We will
now show that also the converse holds, i.e., every number x with 0 ≤ x ≤ 1 can be
obtained as a similarity.

Theorem 11. The measure URLS is dense, i.e., for any (rational) number x ∈
[0, 1] and any ε ≥ 0, there are CURLs M and N such that

|URLSM,N − x| ≤ ε.

Proof. Obviously, for the sequences M = {0 + 2k}k∈N and N = {1 + 2k}k∈N, we
get URLSM,M = 1 and URLSM,N = 0.

Let 0 < x < 1. Then we choose prime numbers p and q sufficiently large such
that p < q, xp ≤ p − 1 and 1

2p + 1
2q ≤ ε. Then we also have xq ≤ q − 1. We now

choose m = dxpe and n = dxqe and

M = {{i+ pk}k∈N}i=1,2,...,m and N = {{j + qk}k∈N}j=1,2,...,n.

Since the greatest common divisor of p and q is 1 and any difference i−j, 1 ≤ i ≤ m
and 1 ≤ j ≤ n, is a multiple of 1, any pair of successions {i+ pk} and {j + qk} has
an non-empty intersection. Thus we get

URLSM,N =
URLOM,N + URLON,M

2

=
n 1

q +m 1
p

2

=
np+mq

2pq
.

If we take into consideration that xp ≤ m ≤ xp+ 1 and xq ≤ n ≤ xq + 1, we get

x =
xpq + xqp

2pq
≤ np+mq

2pq
≤ (xp+ 1)q + (xq + 1)p

2pq
= x+

1
2p

+
1
2q
≤ x+ ε.

Now the statement follows immediately.

4. Jaccard Coefficient and Sørensen Coefficient for CURLs

4.1. Definition of a Jaccard Coefficient and Sørensen Coefficient

for CURLs

The Jaccard coefficient given in the Introduction is a well-known measure for the
similarity of finite sets. As we said before, we can not use this measure directly
for CURLs because both sets are infinite if the intersection is non-empty. In this
section, we propose an appropriate definition of the Jaccard coefficient which can
be used for CURLs.
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Let

M = {{ai + bk}k∈N}i=1,...,m and N = {{cj + dk}k∈N}j=1,...,n

be two CURLs consisting of n and m sequences, respectively. Let

Ms,t = M ∩ {i | s ≤ i ≤ t} and Ns,t = N ∩ {i | s ≤ i ≤ t}

be the subsets of M and N , consisting of all numbers greater or equal to s and
smaller or equal to t. Then a natural definition of a Jaccard coefficient would be

lim
t→∞

|M0,t ∩N0,t|
|M0,t ∪N0,t|

.

In order to use this definition we have to show that the limit exists. This will now
be done. Let z be the lowest common multiple of b and d. Then it is clear that

Mrz,(r+1)z−1 = M0,z−1 + rz = {y + rz | y ∈M0,z−1}

for all r ≥ 0. Hence, for t = rz + u,

|M0,t ∩N0,t| = r|M0,z−1 ∩N0,z−1|+ |M0,u ∩N0,u|,
|M0,t ∪N0,t| = r|M0,z−1 ∪N0,z−1|+ |M0,u ∪N0,u|.

Therefore we get

|M0,t ∩N0,t|
|M0,t ∪N0,t|

=
r|M0,z−1 ∩N0,z−1|+ |M0,u ∩N0,u|
r|M0,z−1 ∪N0,z−1|+ |M0,u ∪N0,u|

=
r|M0,z−1 ∩N0,z−1|

r|M0,z−1 ∪N0,z−1|+ |M0,u ∪N0,u|
+

|M0,u ∩N0,u|
r|M0,z−1 ∪N0,z−1|+ |M0,u ∪N0,u|

=
|M0,z−1 ∩N0,z−1|

|M0,z−1 ∪N0,z−1|+ |M0,u∪N0,u|
r

+
|M0,u ∩N0,u|

r|M0,z−1 ∪N0,z−1|+ |M0,u ∪N0,u|

which implies

lim
t→∞

|M0,t ∩N0,t|
|M0,t ∪N0,t|

= lim
r→∞

|M0,z−1 ∩N0,z−1|
|M0,z−1 ∪N0,z−1|+ |M0,u∪N0,u|

r

+
|M0,u ∩N0,u|

r|M0,z−1 ∪N0,z−1|+ |M0,u ∪N0,u|

=
|M0,z−1 ∩N0,z−1|
|M0,z−1 ∪N0,z−1|

.

Therefore we give the following definition.

Definition 12. For two cyclic unary regular languages M = {{ai+bk}k∈N}i=1,...,m

and N = {{cj +dk}k∈N}j=1,...,n, we define the Jaccard coefficient JCM,N of M and
N by

JCM,N =
|M0,z−1 ∩N0,z−1|
|M0,z−1 ∪N0,z−1|

,

where z is the smallest common multiple of b and d.
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Let us see that the measure JC does not depend on the representation of the
CURLs.

Theorem 13. Let M = {{ai+bk}k∈N}i=1,2,...,m and M = {{a′i+b′k}k∈N}i=1,2,...,m′

be two descriptions of the regular set R, and let N = {{ci + dk}k∈N}i=1,2,...,n and
N = {{c′i + d′k}k∈N}i=1,2,...,n′ be two descriptions of the regular set S. Then

JCM,N = JCM,N .

Proof. Let z be the lowest common multiple of b and d, and u the lowest common
multiple of b, b′, d, d′. Then u = tz for some t ∈ N+. Then |M0,u−1 ∩ N0,u−1| =
t|M0,z−1 ∩N0,z−1| and |M0,u−1 ∪N0,u−1| = t|M0,z−1 ∪N0,z−1| and therefore

JCM,N =
|M0,u−1 ∩N0,u−1|
|M0,u−1 ∪N0,u−1|

.

Analogously,

JCM,N =
|M0,u−1 ∩N0,u−1|
|M0,u−1 ∪N0,u−1|

.

Now the equality JCM,N = JCM,N follows because M0,u−1 = M0,u−1 and N0,u−1 =
N0,u−1 since the same languages R and S are described.

We now determine JCM,N for two CURLs M = {{ai + bk}k∈N}i=1,...,m and
N = {{cj + dk}k∈N}j=1,...,n. Let us assume that there are q pairs (i, j) such that
{ai + bk} ∩ {cj + dk} 6= ∅.

Let g = d
gcd(b,d) and h = b

gcd(b,d) . We mention the following fact.

If the two successions M and N have a non-empty intersection, then

{ai, ai + b, a+ 2b, . . . ai + (g − 1)b} ∩ {cj , cj + d, cj + 2d, . . . , cj + (h− 1)d}

consists only of one element.

(Assume that the intersection contains at least two elements x and y. Without loss
of generality let x < y. Then

x = a+ x′b = c+ x′′d and y = a+ x′b+ y′b = c+ x′′d+ y′′d

which gives y′b = y′′d = p. Since b and d are divisors of p, we have p ≥ z. Thus
y > z in contrast to the choice of y.)

We construct the sets M ′ and N ′ as in the proof of Theorem 8 and show that
U = M ′0,z−1 ∩N ′0,z−1 contains exactly q elements. By the fact given above, U has
at most q elements, since we have only q pairs of intersecting successions of M and
N . However, if the intersection of two pairs are equal, then ai1 + v1b = cj1 + v′1c =
ai2 + v2b = cj2 + v′2c, which gives by Lemma 2 that ai1 = ai2 and cj1 = cj2 , i.e., the
two pairs coincide.
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Furthermore, M ′0,z−1 ∪N ′0,z−1 contains mg + nh− q elements because we have
mg + nh successions and q elements are counted twice. Hence

JCM,N = JCM ′,N ′ =
q

mg + nh− q
. (9)

Obviously, 0 ≤ JCM,N ≤ 1 for all CURLs M and N . We now show the denseness
of the measure JC.

Theorem 14. For any rational number r ∈ [0, 1], there are CURLs M and N such
that JCM,N = r, i.e., the measure JC is dense.

Proof.
If r = 0, we can choose M = {0 + 2k}k∈N and N = {1 + 2k}k∈N and then

JCM,N = 0.
Let r ∈ (0, 1] be a rational number, then r = x

y for any x, y ∈ N with x ≤ y.
Let b ∈ N such that b > y, let us define

M = {{i+ bk}k∈N}i=1,2,...,x and N = {{j + bk}k∈N}j=1,2,...,y

Since the greatest common divisor of b and b is b, given i ∈ {1, 2, . . . , x} and
j ∈ {1, 2, . . . , y}, {i+ bk}k∈N and {j + bk}k∈N have a non-empty intersection if and
only if i− j = 0. Therefore, there are x pairs (i, j) such that i− j = 0.

Therefore, by the equation 9 taking into consideration that g = h = 1, we have

JCM,N =
q

xg + yh− q
=

x

x+ y − x
=
x

y

Now the statement follows immediately.

Analogously, we can consider the Sørensen coefficient as the limit (for t → ∞)
of the Sørensen coefficients of the initial parts M0,t and N0,t. This leads to the
following definition.

Definition 15. For two cyclic unary regular languages M = {{ai+bk}k∈N}i=1,...,m

and N = {{cj + dk}k∈N}j=1,...,n, we define the Sørensen coefficient SCM,N of M
and N by

JCM,N =
2 · |M0,z−1 ∩N0,z−1|
|M0,z−1|+ |N0,z−1|

,

where z is the smallest common multiple of b and d.

Moreover, using the same arguments as above, we show that this definition is
independent of the representation and that, for two cyclic unary regular languages
M = {{ai + bk}k∈N}i=1,...,m and N = {{cj + dk}k∈N}j=1,...,n,

SCM,N = SCM ′,N ′ =
2q

mg + nh
, (10)

where q is the number of pairs (i, j) such that {ai + bk}∩{cj +dk} 6= ∅, g = d
gcd(b,d)

and h = b
gcd(b,d) .
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Theorem 16. For any rational number r ∈ [0, 1], there are CURLs M and N such
that SCM,N = r, i.e., the measure SC is dense.

Proof. Any rational number r ∈ [0, 1] can be given in the form r = 2x
x+y with x ≤ y

(since r = x
b = 2x

2b for some x ≤ b and then 2b = x + y for some y ≥ x). Now the
sets given in the proof of Theorem 14 and the considerations in that proof show the
statement.

4.2. Comparing the measure URLS with the Jaccard and Sørensen

Coefficients

Now, given two CURLs M and N , let us compare the similarity measure URLSM,N

with the Jaccard coefficient JCM,N and the Sørensen coefficient SCM,N that has
been defined in the previous subsection.

Theorem 17. URLSM,N ≥ SCM,N ≥ JCM,N for any CURLs M and N .

Proof. Let M = {{ai +bk}k∈N}i=1,...,m and N = {{cj +dk}k∈N}j=1,...,n. Moreover,
let us assume that there are q pairs (i, j) such that {ai + bk} ∩ {cj + dk} 6= ∅, and
let g = d

gcd(b,d) and h = b
gcd(b,d) .

Obviously, (mg−nh)2 = (mg)2−2mgnh+(nh)2 ≥ 0 which implies (mg+nh)2 =
(mg)2 + 2mgnh+ (nh)2 ≥ 4mgnh or equivalently

q(mg + nh)
2mgnh

≥ 2q
mg + nh

,

i.e., URLSM,N ≥ SCM,N by (4), (6) and (10).
Furthermore, mg ≥ q and nh ≥ q. Therefore mg+nh−2q ≥ 0. By multiplication

with q and adding mgq+nhq, we get 2q(mg+nh)−2q2 ≥ q(mg+nh) or equivalently

2q
mg + nh

≥ q

mg + nh− q
,

i.e., SCM,N ≥ JCM,N by (9) and (9).

Corollary 18. Let M and N be two CURLs. Then URLSM,N = SCM,N = JCM,N

if and only if M = N .

Proof. Let us suppose M = N . By Lemma 10, M = N if and only if URLOM,N =
URLON,M = 1. Since URLOM,N = q

mg and URLOM,N = q
nh , we have M = N if

and only if q = mg = nh.
Since q = mg = nh if and only if qmg = (mg)2 and qnh = (nh)2, we have that

(mg)2 + (nh)2 = qmg + qnh.

Moreover,

(mg)2 + (nh)2 = qmg + qnh
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if and only if

q((mg)2 + (nh)2)− q2(mg + nh) = 0

if and only if

q((mg)2 + (nh)2)− q2(mg + nh) + 2qnhmg = 2qnhmg

if and only if

q(mg + nh)(mg + nh− q) = 2qnhmg

if and only if

URLSM,N =
q(mg + nh)

2nhmg
=

q

mg + nh− q
= JCM,N .

The statement follows by Theorem 17

Theorem 19. Let M1,M2, . . .Mi . . . be an infinite sequence of CURLS. Then the
following three statements are equivalent

i) limi→∞ URLSMi,N = 1,
ii) limi→∞ SCMi,N = 1,

iii) limi→∞ JCMi,N = 1.

Proof. iii) implies i). Assume that iii) holds. Thus, for any real number ε ≥ 0,
there is a natural number n such that 1− JCMi,N ≤ ε for i ≥ n. Then by Theorem
17, 1− URLSMi,N ≤ ε for i ≥ n. Therefore i) holds.

ii) implies i) and iii) implies ii) can be shown analogously.

i) implies iii). Assume that i) holds. Then for any ε ≥ 0, there is a natural
number n such that 1 − URLSMi,N < ε for i ≥ n. If Mi and N contain m and n

successions, respectively, we get

1− q(mg + nh)
2mgnh

= 1−
( qmg

2mgnh
+

qnh

2mgnh
)

= 1− q

2nh
− q

2mg
< ε.

Thus

2− q

nh
− q

mg
< 2ε and (1− q

nh
) + (1− q

mg
) < 2ε.

Consequently,

1− q

nh
< 2ε and 1− q

mg
< 2ε,

or, equivalently,

mg − q < 2εmg and nh− q < 2εnh. (11)
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Now we obtain

1− JCMi,N = 1− q

mg + nh− q
=
mg + nh− 2q
mg + nh− q

=
(mg − q) + (nh− q)

mg + nh− q

<
2εmg + 2εnh
mg + nh− q

= 2ε
mg + nh

mg + nh− q
(by (11))

= 2ε
1

1− q
mg+nh

< 4ε (because q ≤ mg, q ≤ nh, i. e., q
mg+nh ≤

1
2 ).

Thus iii) is valid, too.

By a combination of the shown implications the assertion follows.

5. A Dissimilarity Measure for CURLs

In this section, we will define a dissimilarity measure for CURLs by using the
similarity measure that was defined in the previous section. That will be done in
the same way as the Jaccard distance is defined by using the Jaccard coefficient.

Definition 20. Let n ∈ N+. Let M and N be two CURLs. We define the dissimi-
larity measure between M and N , that we will call URLDM,N (for Unary Regular
Languages Dissimilarity), as

URLDM,N = 1− URLSM,N

where URLSM,N is the similarity measure between M and N .

Then, we can say that the dissimilarity measure between CURLs is the propor-
tion of strings that are not shared by such languages.

Given two CURLs M and N , 0 ≤ URLOM,N ≤ 1, we have 0 ≤ URLSM,N ≤ 1.
Then, 0 ≤ URLDM,N ≤ 1 as in the Jaccard distance case.

In contrast to the Jaccard distance, the dissimilarity measure is not a metric
distance since the triangle inequality is not satisfied. That can be proved by using
the following counterexample: if M is the set of the odd numbers, N is the set of
the even numbers and L is the set of the natural numbers, then

1 = URLDM,N > URLDM,L + URLDL,N = 0.

However, the dissimilarity measure for CURLs is a semimetric distance, i.e a
function d satisfying d(x, y) ≥ 0, d(x, y) = 0 if and only if x = y, and d(x, y) =
d(y, x). Let us see that given two CURLs M and N , URLDM,N satisfies all the
conditions to be a semimetric:

(1) URLDM,N ≥ 0 has been proved in the previous section.
(2) Let us see that URLDM,N = 0 if and only if M = N .

First we have to show that URLDM,M = 0. URLDM,M = 0 holds if and only if

URLSM,M = 1. Since URLSM,M = URLOM,M =
1
m

∑
A∈M
B∈M

ISOA,B , A ∩B 6= ∅
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if and only if A = B (by Lemma 2) and ISOA,A = 1 for any A ∈ M , we have
URLSM,M = 1.

Let us suppose that URLDM,N = 0 for some M 6= N . Without loss of
generality, let us assume that M * N , then URLOM,N < 1 (by Lemma 10).
Therefore, URLSM,N < 1 and it implies URLDM,N 6= 0. This is a contradic-
tion, because we supposed URLDM,N = 0. So, if URLDM,N = 0, then M = N .

(3) Let us see URLDM,N = URLDN,M . We have

URLSM,N =
URLOM,N + URLON,M

2
=
URLON,M + URLOM,N

2
= URLSN,M

6. Discussion

In this work, we have proposed a similarity measure for CURLs by modifying the
Jaccard similarity coefficient and the Sørensen coefficient. Moreover, we have defined
a dissimilarity measure for CURLs by using that similarity measure.

Moreover we can also use the similarity and dissimilarity measures defined in this
work for non-cyclic URLs. In that case, we consider the infinite set of strings that is
generated by the loop of its respective MUDFA, since its initial word contributes to
the language with only a finite number of strings, and we follow the same strategy
of the cyclic case.

For two URLs (cyclic or non-cyclic) M and N , URLDM,N = 0 if and only
if M = N (the identity of indiscernibles) is not always satisfied, as can be seen
from the following counterexample: If M = {1, 4 + 2n}n∈N and N = {2n}n∈N,
then URLDM,N = 0 and M 6= N . Thus, the dissimilarity measure for URLs is a
symmetric distance and not a semimetric distance.

As a possible application of the proposed measure we can consider grammatical
inference and retrieval theory. Evolutionary computation is an example of optimiza-
tion technique where the search needs to be informed by a measure that compares
individuals with a target. Inferring a CURL would mean just that, and this could
be done with URLS, JC or SC. Considering the best individual in each of the
generations computed by an evolutionary algorithm we would obtained a sequence
of CURLs, in the form required by Theorem 19. If the algorithm performs well, this
sequence would eventually converge to N with respect to some similarity (our mea-
sure, Sørensen and Jaccard coefficient), then it tends to N with respect to the two
other similarities, too. We believe that a tendency can be seen easier by the use of
our measure since it is greater than the two other ones, and therefore it approaches
to 1 earlier. Thus we think that the new defined measure URLS is more appropri-
ate in these circumstances, i.e., URLS could be used as an indicator of convergence,
outperfoming JC and SC.

Finally we mention that there are some proposals of distances d(R,S) of two
(unary) regular sets R and S, however, the corresponding similarities 1 − d(R,S)
are not of interest for us, since the principle mentioned in the Introduction (sets are
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more similar if the have more elements in common) is not satisfied by them, and we
wanted to have a similarity measures for CURLs which follows this intuitive idea.

As examples we mention the Bodnarchuk distance for arbitrary languages, the
Baire distance for unary regular languages, the Hamming distance and the infor-
mation distance for cyclic unary regular languages.

The Bodnarchuk distance BD(R,S) of two sets R and S of non-empty words is
defined as

d(R,S) =

{
0 if R = S

1
min{|w||w∈(R\S)∪(S\R)} if R 6= S

(see [6]). Thus the distance is the inverse of the length of the shortest word which
gives a difference of the two languages. It is easy to see that BD(A,B) = 1 holds
for

A = {a101n+i | n ≥ 0, i ∈ {1, 3, 4, 5, . . . 101}} and B = {a101n+i | n ≥ 0, 2 ≤ i ≤ 101},

i.e., their distance is maximal, and thus the similarity should be small, but these
sets have 99% of their elements in common, which intuitively gives similarity.

The Baire metric of two infinite sequences r = a1a2 . . . and s = b1b2 . . . over
some set is defined as

d(r, s) =
{

0 if r = s
1

2min{n|an 6=bn} if r 6= s

(see [9]). A unary regular set R of words can be represented as infinite sequences
r = a1a2 . . . over {0, 1} where an = 1 if and only if an ∈ R. As in the the case of the
Bodnarchuk metric the sets A and B given above have a relatively large distance
and a large similarity, which contradicts the intuition.

In the case of CURLs, the sequences r and s can be given in the form r = uω

and s = vω where u and v have the same length, i.e., they are infinite powers of
some finite sequences of the same length. Then we can define the scaled Hamming
distance of r and s as the number of positions where u and v differ and divided
it by the length of v (by the division we ensure that the value belongs to the unit
interval). However, now the sets

A′ = {a100n+1 | n ≥ 0} and B′ = {a100n+2 | n ≥ 0}

or equivalently, u = 1099 and v = 01098 have a small distance 1
50 , but no similarity

because they have no common element.
Essentially, the same holds for the information distance, which is given by the

length of the minimal program (in the sense of Kolmogorov complexity) which
transforms u to v (see [1])
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