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Abstract

An arithmetic circuit is a labeled, acyclic directed graph specifying a sequence of arithmetic and logical
operations to be performed on sets of natural numbers. Arithmetic circuits can also be viewed as the elements
of the smallest subalgebra of the complex algebra of the semiring of natural numbers. In the present paper
we investigate the algebraic structure of complex algebrasof natural numbers and make some observations
regarding the complexity of various theories of such algebras.

1 Introduction

Let ω be the set of natural numbers{0,1,2, . . .}. An arithmetic circuit(AC) [11, 12] is a labeled, acyclic directed
graph specifying a sequence of arithmetic and logical operations to be performed on sets of natural numbers.
Each node in this graph evaluates to a set of natural numbers,representing a stage of the computation performed
by the circuit. Nodes without predecessors in the graph are called input nodes, and their labels are singleton sets
of natural numbers. Nodes with predecessors in the graph arecalledarithmetic gates, and their labels indicate
operations to be performed on the values of their immediate predecessors; the results of these operations are then
taken to be the values of the arithmetic gates in question. One of the nodes in the graph (usually, a node with no
successors) is designated as thecircuit output; the set of natural numbers to which it evaluates is taken to be the
value of the circuit as a whole.

More formally, an arithmetic circuit is a structureC = 〈G,E,gC,α〉, where〈G,E〉 is a finite acyclic and asym-
metric graph over 2ω , In(g) ≤ 2 for all g∈ G, andα : G→{∪,∩,−,+++,•}∪{{n} : n∈ ω}∪{ /0,ω} is a labeling
function for which

α(g) ∈







{{n} : n∈ ω}∪{ /0,N}, if In(g) = 0,

{−}, if In(g) = 1,

{∪,∩,+++,•}, if In(g) = 2.

(1.1)
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Here, In(g) is the in–degree ofg and+++ and• are the complex extensions of+ and·, i.e.

a+++b := {k+n : k∈ a, n∈ b}, a•b := {k ·n : k∈ a, n∈ b}.(1.2)

gC is called theoutput gate; if In(g) = 0, we callg an input gateor asource.

The arithmetical interpretation ofC is as follows:

(i) If In(g) = 0, thenI(g) = α(g).

(ii ) If In(g) = 1, andg′ is the unique predecessor ofg, thenI(g) = N\ I(g′).

(iii ) If In(g) = 2, andg0,g1 are the two predecessors ofg, thenI(g) := I(g0) α(g) I(g1).

I(C) is defined asI(gC).

Fig. 1 shows two examples of arithmetic circuits, where the output gate is indicated by the double circle. In
Fig. 1a, Node 1 evaluates to{1}, and Node 2 toω ; hence, Node 3 evaluates to{1}+++{1}= {2}, and Node 4, the
output of the circuit, to{2}•ω , i.e. the set of even numbers. The circuit of Fig. 1b functions similarly: Node 2
evaluates to{0}∪{n∈ ω : n≥ 2}, and Node 3 to{0}∪{n∈ ω : n is composite}; hence, Node 4 evaluates to the
set numbers which are either prime or equal to 1, and Node 5, the output of the circuit, to the set of primes. We
say that the circuits of Fig. 1a and Fig. 1bdefine, respectively, the set of even numbers and the set of primes.Any
arithmetic circuit defines a set of numbers in this way.

Figure 1: Arithmetic circuits defining: (a) the set of even numbers; (b) the set of primes. The integers next to the
nodes are for reference only.
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If O ⊆ {∩,∪,−,+++,•}, anO – circuit is an arithmetic circuit whose non–input labels are among those contained
in O. Let

MC(O) = {〈C,n〉 : C is anO – circuit,n∈ I(C)}.(1.3)

The membership problem forO is the question whetherMC(O) is decidable [11]. In other words, is there an
algorithm which decides membership of an arbitraryn ∈ ω in an arbitrary outputC of an O – circuit? If the
problem is decidable, then its complexity is of interest. For almost all cases ofO, the complexities have been
determined by McKenzie and Wagner [11]. The question whether MC(O) is decidable whereO = {∩,∪,−,+++,•}
is still open. The table of complexities for the membership problem where all Boolean operators are present is
given in Table 1.

Algebraically speaking, an arithmetic circuit can be regarded as a well – formed term over an alphabetA con-
taining operations from{∩,∪,−, /0,ω ,+++,•} and constants from{{n} : n ∈ ω} as input gates. If+++ is present,
then{0} will suffice since

{1} = {0}+++{0}∩{0}.(1.4)
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Table 1: Complexity results for MC [11]

O Lower bound Upper bound
∩,∪,−,+++ PSPACE PSPACE
∩,∪,−,• PSPACE PSPACE
∩,∪,−,+++,• NEXPTIME ?

The membership problem now can be seen as a word problem overA :

Givenn∈ ω and a well formed termτ overA , is {n}∩ τ = {n}?(1.5)

It is natural to generalize the notion of arithmetic circuits by allowing input nodes to representvariable sets of
numbers [5]. Logically speaking, we enhance our language bya setV of variables which are interpreted as sets
of natural numbers; arithmetic circuits correspond to the variable free terms of this language. It now makes
sense to consider satisfiability and validity of (in–) equations of terms of this language under this interpretation.
Furthermore, the operationsf : (2ω)k → 2ω definable from the given operatorsO can be studied [16].

In analogy to the membership problem, Glaßer et al. [5] consider the complexity of

SC(O) = {〈C(x0, . . . ,xn),k〉 : C is anO circuit and(∃k0, . . . ,kn)[k∈ I(C(k0, . . . ,kn)]}

for various setsO and determine many of these complexities. The main open problem is the question whether
SC(∩,∪,−,•) is decidable. In other words, is it decidable whether the equation

{k}∩ τ(x0, . . . ,xn−1) = {k}(1.6)

has a solution over the subsets ofωn?

In this paper we shall shed some light on these question and the structure of arithmetic circuits from an alge-
braic viewpoint. Our main tool will be the apparatus of Boolean algebras with operators, in particular, complex
algebras of first order structures, which were introduced byJónsson and Tarski [9].

2 Notation and definitions

2.1 Algebras

An algebraA is a pairA= 〈A,O〉, whereA is a set andO = { fi : i ∈ I} a set of operation symbolsf each having a
finite arity α( f ); if we write f (x0, . . . ,xn−1) we implicitly assume thatα( f ) = n. Operations of arity 0 are called
(individual) constants. We will usually denote algebras by gothic lettersA,B, . . ., and their universes by the
corresponding roman letterA,B, . . .. A is calledsubdirectly irreducibleif it has a smallest nontrivial congruence,
andcongruence–distributiveif its congruence lattice is distributive.

Suppose that K is a class of algebras (of the same typeO). ForA,B ∈ K, A ≤B means thatA is a subalgebra
of B. The operatorsI ,S,H andP have their usual meaning.Var(K) is the variety generated by K, i.e.Var(K) =
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HSP(K). A variety V is calledfinitely basedif there is a finite setΣ of equations in the language ofV such that
A ∈ V if and only if A |= Σ, andV is calledfinitely generatedif there is a finite set K of finite algebras such that
V = Var(K).

Suppose that K is a class of algebras of the same typeO. We consider the following sets of formulas in the
language ofO (plus equality).

(i) Thefirst-order theoryFO K of K: The set of first-order formulas true in each member of K.

(ii ) The equational theoryEq K of K: The set of formulas of the formsτ(x0, . . . ,xn) = σ(x0, . . . ,xn) whose
universal closures are true in each member of K.

(iii ) The satisfiable equationsEqSat K of K: The set of formulas of the formsτ(x0, . . . ,xn) = σ(x0, . . . ,xn)
whose existential closures are true in each member of K.

If K = {A}, we usually writeFO A, Eq A, etc.

2.2 Boolean algebras with operators

In the following, letB = 〈B,∨,∧,−,⊥,⊤〉 be a Boolean algebra (BA); here,⊥ is the smallest and⊤ is the
largest element ofB. If a,b ∈ B, thena△ b denotes the symmetric difference(a∧b)∨ (b∧a); note thata= b
if and only if a △ b = ⊥. If B is atomic,FC(B) is the finite–cofinite Boolean subalgebra ofB, i.e. every
b∈ FC(B)\{⊥,⊤} is a finite sum of atoms or the complement of such an element.

Suppose thatf is an n–ary operator onB.

(i) f is calledadditive in its i–th argument, if

f (a0, . . . ,ai−1,x,ai+1, . . . ,an−1)∨ f (a0, . . . ,ai−1,y,ai+1, . . . ,an−1) = f (a0, . . . ,ai−1,x∨y,ai+1, . . . ,an−1).

(ii ) f is callednormal in its i–th argumentif f (a0, . . . ,ai−1,⊥,ai+1, . . . ,an−1) =⊥.

Note that an additive operator isisotone, i.e. it preserves the Boolean order in each of its arguments.

A Boolean algebra with operators(BAO) is a Boolean algebra with additional mappings of finitary rank that are
additive and normal in each argument [9].

A (unary) discriminator functiononB is an operationd onB such that for alla∈ B,

d(a) =

{

⊥, if a=⊥,

⊤, otherwise.
(2.1)

If B has a discriminator function, we callB adiscriminator algebra.

For a class K of BAOs, a unary termt is adiscriminator termif it represents the discriminator function on each
subdirectly irreducible member of K. A variety of BAOs is called adiscriminator varietyif it is generated by a
class of algebras with a common discriminator term.

4



Having a discriminator functiond allows us to convert satisfiability (validity) of inequations into satisfiability
(validity) of equations: Suppose thatτ(~x) andσ(~x) are terms with variables~x. Then

(∃~x)[τ(~x) 6= σ(~x)]⇐⇒ (∃~x)[τ(~x) △ σ(~x) 6=⊥]⇐⇒ (∃~x)[d(τ(~x) △ σ(~x)) =⊤],(2.2)

(∀~x)[τ(~x) 6= σ(~x)]⇐⇒ (∀~x)[τ(~x) △ σ(~x) 6=⊥]⇐⇒ (∀~x)[d(τ(~x) △ σ(~x)) =⊤].(2.3)

If K is a class of algebras of the same type, we denote by Kd the class obtained from adding a unary operation
symbol which represents the discriminator function on the members of K.

2.3 Complex algebras

Traditionally, a subset of a groupG is called acomplex of G; the power algebraof G has 2G as its universe,
and the group operations lifted to 2G. Complex algebras are a generalization of this situation and special in-
stances of BAOs. Suppose that〈A,O〉 is an algebra, andf ∈ O is n–ary. Thecomplex operationf : (2A)n → 2A

corresponding tof is defined by

f(a0, . . . ,an−1) = { f (x0, . . . ,xn−1) : x0 ∈ a0, . . . ,xn−1 ∈ an−1}.(2.4)

The full complex algebra ofA, denoted byCmA, has as its universe the powerset ofA and, besides the Boolean
set operations, for eachf ∈ O its complex operatorf defined by (2.4).

More generally, thefull complex algebraCmU of a relational structure〈U,R〉 is the algebra〈2U ,∪,∩,−, /0,U〉,
which has for everyR∈ R of, say, arityn+1, ann – ary operatorfR : (2U )n → 2U defined by

fR(X0, . . . ,Xn−1) = {y∈U : (∃x0, . . . ,xn−1)[x0 ∈ X0, . . . ,xn−1 ∈ Xn−1 andR(y,x0, . . . ,xn−1)]},(2.5)

see e.g. [6].

Each subalgebra ofCmA is called acomplex algebra ofA. Of particular interest for us are the subalgebra ofCmA

generated by the constants, which we denote byCm0A, and the subalgebra ofCmA generated by the singletons
{a}, wherea∈ A; we denote this algebra byCm1A. Then,Cm0A is the smallest subalgebra ofA andCm1A is
the subalgebra ofCmA generated by the atoms. Clearly,Cm0A ≤ Cm1A, but the converse need not be true; an
example will be given below.

2.4 Boolean monoids

The complex algebras of the various structures which we willconsider have one or more commutative Boolean
monoids as a reduct: Acommutative Boolean monoid(CBM) is an algebraA= 〈A,∨,∧,−,⊥,⊤,◦,e〉 such that

〈A,∨,∧,−,⊥,⊤〉 is a Boolean algebra.(2.6)

〈A,◦,e〉 is a commutative monoid.(2.7)

x◦⊥=⊥.(2.8)

x◦ (y∨z) = (x◦y)∨ (x◦z).(2.9)

In the sequel, we letc(x) = x◦⊤; it is well known thatc is an additive closure operator on CBMs [8]. Furthermore
[see e.g. 17],
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Lemma 2.1. (i) The class CBM is congruence distributive.

(ii) I is a congruence ideal – i.e. the kernel of a congruence – on a CBMA if and only if I is a Boolean ideal
and x∈ I implies c(x) ∈ I for all x ∈ A.

(iii) The principal (Boolean) ideal generated by c(x) is the smallest congruence ideal containing x.

An elementx∈ A is called acongruence elementif c(x) = x. By Lemma 2.1(3), each principal congruence ideal
I of A is of the formI = {y : y≤ x} for some congruence elementx. Note that a CBM is simple – i.e. has only
two congruences – if and only if it satisfies

(∀x)[x=⊥∨c(x) =⊤].(2.10)

3 Complex algebras ofN

Let N = 〈ω ,0,+, ·,1〉 be the semiring of natural numbers, andCm N = 〈2ω ,∩,∪,−, /0,ω ,{0},+++,{1},•〉 be its
full complex algebra, i.e.

a+++b= {n+m : n∈ a, m∈ b},

a•b= {n·m : n∈ a, m∈ b}.

A function F : (2ω)n → 2ω is calledcircuit definableif there is a termτ(v0, . . . ,vn−1) in the language ofCm N

such thatF(s0, . . . ,sn−1) = τ(s0/v0, . . . ,sn−1/vn−1) for all s0, . . . ,sn−1 ⊆ ω . A subseta of ω is calledcircuit
definable, if there is a closed (i.e. variable free) termτ that evaluates toa. Each element of the smallest subalgebra
Cm0N of Cm N corresponds to an arithmetic circuit with finite input nodesand vice versa via the interpretation
I .

Both〈2ω ,+++,{0}〉 and〈2ω ,•,{1}〉 are commutative monoids. Furthermore,+++ and• are normal and (completely)
additive operators with respect to∪, so thatCm N is a Boolean algebra with operators, and

〈2ω ,∪,∩,−, /0,ω ,+++,{0}〉, 〈2ω ,∪,∩,−, /0,ω ,•,{1}〉

are CBMs.

Theorem 3.1. (i) Cm N is a discriminator algebra.

(ii) Cm0N= Cm1N.

(iii) Cm0N is embeddable into any simple algebra ofVar(Cm N).

Proof. (i) Let f (x) be the functionω +++({0}•x). If x= /0, then{0}•x= /0, and thus,f (x) = ω +++ /0= /0. If x 6= /0,
then{0}•x= {0}, hencef (x) = ω +++{0}= ω .

(ii) The atoms ofCm N are the singletons{n}, and{n} = {1}+++ . . .{1}
︸ ︷︷ ︸

n times

if n> 0.

(iii) Since Cm N is a discriminator algebra, it suffices to show that the smallest subalgebraA of an ultrapower
of copies ofCm N is isomorphic toCm0N. Thus, letB := κ

Cm N/U be an ultrapower ofCm N. Suppose
thate : Cm N→B is the canonical embedding, i.e.e(a) = fa/U , where fa(i) = a for all i < κ . SinceCm0N is
generated by{0}, e[Cm0N] is generated bye({0}), and thus, sincee is an embedding,e[Cm0N] is the smallest
subalgebra ofB.
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Theorem 3.2. The Boolean reduct ofCm0N has2ω ultrafilters.

Proof. Let p0, . . . , pk,q0, . . . ,qk be different primes; then

p0 · . . . · pk ∈ (ω • p0)∧ . . .∧ (ω • pk)∧ (ω •{q0})∧ . . .∧ (ω •{qk}).

Hence,{ω •{p} : p prime} is an independent set which generates an atomless Boolean subalgebraA of Cm0N.
A has 2ω ultrafilters, and thus, so hasCm0N.

Theatom structureAtCm N ofCm N has the setΩ = {{n} : n∈ ω} as its universe, and for each n – ary operator
f an n+1–ary relationRf := {〈p,q〉 : p∈ Ωn andq∈ Ω,q⊆ f (p)}. Then,

R+++({k},{n},{m}) ⇐⇒{m} ⊆ {k}+++{n} ⇐⇒ k+n= m,

R•({k},{n},{m}) ⇐⇒{m} ⊆ {k}•{n} ⇐⇒ k ·n= m.

It is well known thatAtCm N∼=N. Let us call a relation onAtCm N, i.e. onN, circuit definableif it corresponds
to a circuit definable operator onCm N. A striking example of the lack of expressiveness of arithmetic circuits is
the following:

Theorem 3.3. (i) In N, the converse≥ of the natural ordering is circuit definable, while≤ is not.

(ii) Relative subtraction is not circuit definable.

Proof. Using (2.5) it is easily seen that≥ is the relation corresponding to the function defined byf (x) = x+++ω .
The ordering≤ on ω corresponds to the function defined byf (x) = {n ∈ ω : (∃m)[m∈ x andn≤ m}, and we
have shown in [16] that this function is not circuit definable. In the same paper we have proved (ii).

3.1 Complex algebras of〈ω,+,0〉

LetN+++ = 〈ω ,+,0,〉, Cm N+++ be its full complex algebra, andV be the variety generated byCm N+++. Furthermore,
setc(x) = x+++ω . Recall that the constant{1} is definable inCm N+++ by

{1}= ω \ ((ω \{0}+++ω \{0})∪{0}).

Note that for alla⊆ ω ,

c(a) = a+++ω = {k : (∃n,m)[m∈ a andk= m+n]}= {k : min(a)≤ k}= c({min(a)}),(3.1)

c(a)+{1} = a+++c({1}) = a+++{0}.(3.2)

The following observation will be useful:

Lemma 3.4. Let a,b⊆ ω . Then, a= /0 or b= /0 if and only if c(a)∩c(b) = /0.

Proof. If, say,a= /0, thenc(a) = /0. Conversely, ifc(a)∩c(b) = /0, then one ofc(a) or c(b) must be empty, since
the intersection of any two cofinite sets is not empty. Hence,a= /0 or b= /0.
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Recall thatCm0N
+++ is the smallest subalgebra ofCm N+++. The following result is well known:

Lemma 3.5. The universe ofCm0N
+++ is the finite – cofinite subalgebra of2ω .

Next, we describe the congruences ofCm N+++:

Theorem 3.6. The congruences ofCm N+++ form a chain of order type1+ω∗.

Proof. By Lemma 2.1,c({n}) is a congruence element generating the congruenceθn. Conversely, suppose that
≡ is a congruence induced by the non–trivial idealI ; then,I 6= /0, andI is closed underc. SinceI is also closed
under⊆, {min(a)} ∈ I for everya∈ I , and therefore,n := min({min(a) : a∈ I , a 6= /0}) exists, andc({n}) ∈ I .
If a∈ I , a 6= /0, thenn≤ min(a), and it follows thata⊆ c(a) = c({min(a)}) ⊆ c({n}). Hence,I is the principal
ideal of 2ω generated byc({n}).

Observing thatc({n}) = {m : n≤ m}, we see that

/0( . . .( c({n+1}) ( c({n}) ( . . .( c({1}) ( c({0}) = ω ,

and thus,

1′ ( . . .( θn+1 ( θn ( . . .( θ1 ( θ0 =V,(3.3)

where 1′ is the identity andV the universal congruence. Clearly, this chain has order type 1+ω∗. It follows that
Cm N+ has no smallest nontrivial congruence, and therefore,Cm N+ is not subdirectly irreducible.

Corollary 3.7. The congruences ofCm0N
+++ form a chain of order type1+ω∗.

Proof. Each congruenceθn of Cm N+++ is generated by a cofinite congruence element, which is inCm0N
+++ by

Lemma 3.5.

Let Bn := Cm N+++/θn+1, andπn : Cm N+++
։ Bn be the quotient mapping. Note that the kernel ofθn+1 is the

ideal of 2ω generated byc({n+1}) = {n+1}+++ω = ω \ [0,n]. Thus, the Boolean part ofBn is isomorphic to
the powerset algebra of{0, . . . ,n} with atomsgi := πn({i}) for i ≤ n. In particular,B0 is isomorphic to the two
element Boolean algebra, sincec({1}) = ω \{0} generates a prime ideal of 2ω .

The composition table for◦ on the atoms ofBn is given below. Observe thatg0 = πn({0}) is the identity element
eof 〈Bn,◦〉, andgm = g0◦g1 ◦ . . .◦g1

︸ ︷︷ ︸

m – times

.

◦ g0 g1 g2 . . . gn−1 gn

g0 g0 g1 g2 . . . gn−1 gn

g1 g1 g2 g3 . . . gn ⊥
g2 g2 g3 g4 . . . ⊥ ⊥
. . .
gn gn ⊥ ⊥ . . . ⊥ ⊥

Theorem 3.8. (i) EachBn is subdirectly irreducible.

(ii) Var(Bn)( Var(Bn+1).

8



(iii) V = Var{Bn : n∈ ω}, and thus,V is generated by its finite members.

Proof. (i) The congruences ofBn are in 1–1 correspondence to the congruences ofCm N+++ containingθn. This
is a finite chain, and the smallest nonzero congruence element of Bn is gn.

(ii) Clearly, Var(Bn)⊆ Var(Bn+1). In Bn, g1+++ . . .+++g1
︸ ︷︷ ︸

n+1 times

=⊥, andg1+++ . . .+++g1
︸ ︷︷ ︸

n+1 times

= gn+1 6=⊥ in Bn+1.

(iii) Clearly, Bn ∈ V for eachn∈ ω . Conversely, by Birkhoff’s subdirect representation theorem [3],Cm N+++

is isomorphic to a subdirect product of its subdirectly irreducible quotients, see e.g. [4], Theorem 8.6. By
Theorem 3.6, the only proper quotients ofCm N+++ are the algebrasBn, and these are subdirectly irreducible by
1. above.

V contains all Boolean algebras for which the extra operator◦ is the Boolean meet ande=⊤, since the universe
of B0 is the two element Boolean algebra, andB0 ∈ V. Moreover,

Theorem 3.9. Var(Bn) is finitely based for each n∈ ω . Hence,Eq Bn is decidable for all n∈ ω .

Proof. SinceVar(Bn) is congruence distributive andBn is finite, Baker’s finite basis theorem [1] implies that
Var(Bn) is finitely based for eachn∈ ω . The second claim follows from the fact that a finitely based variety
which is generated by a finite algebra has a decidable equational theory.

Corollary 3.10. Eq V is co – r.e.

Proof. Given an equationτ = σ we can check whetherτ = σ holds inB0,B1, . . . ,, sinceEq Bn is decidable.
SinceV is generated by{Bn : n∈ ω}, any equation that fails inV must fail in someBn.

Let g be the term

g := e◦e∧e.(3.4)

In Cm N+++, g evaluates to{1}. Furthermore, we set

gn :=







e, if n= 0,

g◦g◦ . . .◦g
︸ ︷︷ ︸

n−times

, otherwise.

Consider the following identities in the language ofV:

e∧ (x◦y) = e∧x∧y.(3.5)

c(gn+1) = g0∨ . . .∨gn for all n∈ ω .(3.6)

c[c(x)∧c(y)]∧c[c(y)∧c(x)] =⊥.(3.7)

g∧ (x◦y) = [(e∧x)◦ (g∧y)]∨ [(g∧x)◦ (e∧y)](3.8)

(x∧gn)◦ (x∧gn) =⊥ for all n∈ ω .(3.9)

c(x) = c(x∧x◦e).(3.10)
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Lemma 3.11. (3.5)– (3.10)hold inCm N+++, and thus, inV.

Proof. (3.5): Just note that 0∈ a+++b⇐⇒ 0∈ a and 0∈ b so that{0}∩ (a+++b) 6= /0 if and only if {0}∩a 6= /0
and{0}∩b 6= /0.

(3.6): c({n+1}) = {n+1}+++ω =↑ {n+1}= {0, . . . ,n}.

(3.7): The set{c(a) : a⊆ ω} is a chain, thus,c(x)∩ c(y) = /0 or c(y)∩ c(x) = /0; hence,c(c(x)∩ c(y)) = /0 or
c(c(y)∩c(x)) = /0. Now apply Lemma 3.4.

(3.8): This follows immediately from the definition of+++.

(3.9): Eachgn is an atom ofCm0N
+++, sox∧gn =⊥ or x∧gn =⊥ for all x∈ Cm0N

+++.

(3.10): If a⊆ ω anda= /0, the claim clearly holds. Ifa 6= /0, thena∩a+++{0} = min(a) whence the conclusion
follows.

We do not know whether (3.5) – (3.10) are sufficient to axiomatize V.

Theorem 3.12. Let A ∈ V be subdirectly irreducible and suppose that d is the smallest nonzero congruence
element inA.

(i) e is an atom of A.

(ii) The congruence elements ofA are linearly ordered.

(iii) If A is finite, then it is isomorphic to someBn.

Proof. (i) Assume that there area,b∈ A such that⊥� a,b, a∧b=⊥, anda∨b= e. Then, the monotonicity of
◦ implies thata◦b≤ e◦e= e, and by (3.5),a◦b= (a◦b)∧e= a∧b∧e=⊥.

Sincea 6= ⊥, we havea◦⊤ 6= ⊥, and the fact thatd is the smallest non–zero congruence element implies
d ≤ a◦⊤. Now,

d ≤ a◦⊤⇒ d◦b≤ a◦b◦⊤=⊥◦⊤=⊥,

and, similarly,d◦a=⊥. But then,

d = d◦e= d◦ (a∨b) = (d◦a)∨ (d◦b) =⊥,

contradicting our hypothesis thatd 6=⊥.

(ii) Assume there are nonzero congruence elementsx,y such thatx∧ y 6= ⊥ andy∧ x 6= ⊥. Then, bothc(x∧ y)
andc(y∧x) are nonzero congruence elements, and therefore,d ≤ c(x∧y)∧c(y∧x). On the other hand,

c(x∧y)∧c(y∧x) = c(c(x)∧c(y))∧c(c(y)∧c(x)) =⊥

by (3.7) which contradictsd 6=⊥.

(iii) By (3.6), m 6= n implies thatgm∧ gn = ⊥. Therefore, sinceA is finite, there exists a smallestn such that
gn+1 =⊥. We will prove thatA=Bn.
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1. c(gn) = gn: Again by (3.6) we haveg0∨ . . .gn−1∨c(gn) = ⊤, andc(gn)∧gm = ⊥ for all m� n. Suppose
there is somes∈ A such thats∧gn =⊥ ands∨gn = c(gn). Then,

g◦s=⊥∨ (g◦s) = (g◦gn)∨ (g◦s) = g◦ (gn∨s) = g◦c(gn) = g◦ (gn ◦⊤) = (g◦gn)◦⊤=⊥,

and, by the normality of◦ we obtaingm◦s=⊥ for all 1≤ m≤ n. Now,

c(gn) = gn ◦ (g0∨ . . .∨gn∨s) = (gn ◦g0)∨gn◦g1
︸ ︷︷ ︸

=⊥

∨ . . .∨gn◦gn
︸ ︷︷ ︸

=⊥

∨gn◦s
︸ ︷︷ ︸

=⊥

= gn.

It follows thats=⊥ and also thatg0∨ . . .∨gn =⊤.

2. d = gn: Sinced is the smallest congruence element, we haved ≤ gn. Assume there is somet 6= ⊥ such
that d∧ t = ⊥ andd∨ t = gn. Then, forx ∈ {d, t} andy∈ {g1, . . .gn} we havex◦ y = ⊥. Furthermore,
d ◦ d = d ◦ t = t ◦ t = ⊥, sinced, t ≤ gn andgn+1 = ⊥. This implies thatd and t are disjoint nonzero
congruence elements, contradicting the subdirect irreducibility of A. It follows thatd = gn.

3. Eachgm is an atom ofA: Assume that there are⊥� s, t � gm with s∧ t =⊥ ands∨ t = gm for somem≤ n.
By (i) above, we have 1≤m. Froms≤ gm it follows thats◦gk ≤ gm◦gk = gk+m 6= gm for k 6= 0. Therefore,

gm∧ (s◦⊤) = gm∧ (s∨ (s◦g1)∨ . . .∨ (s◦gn)) = s.

Similarly we obtaingm∧(t ◦⊤) = t. Sincet andsare nonzero and disjoint,s◦⊤ andt ◦⊤ are incomparable
congruence elements, contradicting (ii).

Theorem 3.13.A ∈ V is simple if and only if|A| ≤ 2.

Proof. Clearly,A is simple if it has at most two elements. Conversely, letA be simple. Ifg 6=⊥, thenc(g) =⊤
by (2.10), and thus,⊥ = c(g) = e by (3.6). The normality of◦ implies that, for allx∈ A, x= e◦x=⊥◦x= ⊥,
and therefore,A has only one element.

Now, suppose thatg=⊥; then,⊥= c(g) = eby (3.6), and thus,e=⊤. If x 6=⊥, then

x= x◦e= x◦⊤= c(x) =⊤,

the latter by the simplicity ofA.

Since every nontrivial variety contains a nontrivial simple algebra, it follows that the subvarietyV0 of V generated
by B0 is smallest nontrivial subvariety ofV.

If A is a CBM, we callz∈ A anannihilator of◦, if x◦z= z for all x∈ A, x 6=⊥. The complex algebra of〈ω ,1, ·〉
has{0} as a nonzero annihilator. This cannot happen inV:

Theorem 3.14.Suppose thatA ∈ V and that|A|> 2. Then,A has no nonzero annihilator.
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Proof. SinceV = HSP{Bn : n ∈ ω}, there are a sequence{Cα : α < κ} of algebras from{Bn : n ∈ ω}, a
subalgebraD of C := ∏α<κ Cα , and an onto homomorphismπ : D ։ A with kernel I . Let g = e◦e∧ e in C,
andgα = e◦e∧ e in Cα . SinceD is a subalgebra ofC andg is a constant term, we haveg ∈ D; furthermore,
g(α) = gα for all α < κ .

Assume thatz is a nonzero annihilator ofA, and let f ∈ D with z= π( f ); sincez 6= ⊥ we have f 6∈ I , in
particular, f 6= ⊥. Now, z= z◦⊤ = π( f ) ◦ π(⊤) = π( f ◦⊤), and we may suppose thatf is a congruence
element. SinceA has more than two elements,⊥< gA, and thereforez◦gA = z. Hence, there is somei ∈ I such
that ( f ◦g)∨ i = f ∨ i, in particular, f ≤ ( f ◦g)∨ i; sinceI is a congruence ideal, we may suppose w.l.o.g. that
i = c(i).

Let α < κ such that f (α) 6= ⊥, and suppose thatCα = Bn; then, f (α) ≤ ( f (α) ◦ gα)∨ i(α). Since f is a
congruence element, so isf (α), and it follows from the definition ofBn that there is somem< n such that
f (α) = c(gm

α ). Now,

f (α)≤ ( f (α)◦g(α))∨ i(α)

= (c(gm
α )◦gα)∨ i(α)

= (gm
α ◦⊤◦gα)∨ i(α)

= c(gm+1
α )∨ i(α)

(3.6)
= g0

α ∨ . . .∨gm
α ∨ i(α)

= (g0
α ∨ . . .∨gm−1

α ∧gm
α)∨ i(α)

= ( f (α)∧gm
α )∨ i(α),

which implies

f (α)∧gm
α ≤ i(α).

Now, f (α) = g0
α ∨ . . .∨gm−1

α impliesgm
α ≤ f (α), and thus,gm

α ≤ i(α). Sincei(α) is a congruence element, we
havei = i ◦⊤, and therefore,

f (α) = c(gm
α ) = gm

α ◦⊤ ≤ i(α)◦⊤= i(α).

Thus, f (α)≤ i(α) for all α < κ and it follows thatf ∈ I , contradicting our hypothesis.

Let us briefly look at the complex algebraCm N+,≤ of 〈ω ,+,≤,0〉. We have seen earlier that the complex
version of≤ is the operator↓: 2ω → 2ω defined by↓ a= {n∈ ω : (∃m)[m∈ a andn≤ m]}; thus, the universe
of Cm0N

+,≤ is FC(ω).

Since≤ is first order definable in〈ω ,+,0〉, one might suspect thatCm N+,≤ andCm N+ are not “too far apart”.
It turns out, however thatCm N+,≤ has much stronger properties thanCm N+.

Theorem 3.15. (i) CmN+,≤ is a discriminator algebra.

(ii) Eq CmN+,≤ 6= Eq Cm0N
+,≤.
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Proof. (i) Set d(x) := ω+++ ↓ x. If x = /0, then↓ x = /0, and thus,d(x) = /0. Otherwise, 0∈↓ x, hence,d(x) =
ω +++x= ω .

(ii) Consider the functionfin : 2ω →{ /0,ω} defined byfin(a) := d(↓ a). Then,

fin(a) =

{

ω , if |a|= ω ,

/0, if a is finite.

Since for eacha∈ Cm0N
+,≤, eithera finite ora is finite, the equationfin(a)∩fin(a) = /0 holds inCm0N

+,≤, but
not inCm N+,≤.

3.2 Complex algebras of〈ω, ·,1〉

Let N• = 〈ω , ·,1〉, Cm N• be its complex algebra, andV be the variety generated byCm N•. Furthermore, let
c(a) := ω •a for everya⊆ ω .

We will first describe the smallest subalgebra ofCm N•.

Theorem 3.16.Cm0N
+++ ∼= Cm0N

•.

Proof. For eachn∈ ω , let

an := {m∈ ω : m has exactlyn (possibly repeated) prime divisors}.

Then,a0 = {1}, and the set of primes is circuit definable by

a1 = (ω \{1})• (ω \{1}) \{1}

It comes as no surprise thata1 is nothing else than the constantg defined in (3.4). Eachan is circuit definable,
sincean = a1 • . . .•a1

︸ ︷︷ ︸

n–times

. Clearly,ai ∩a j = /0 for i 6= j, and
⋃

n∈ω an = ω \{0}; the latter can be shown via induction

on the degree of a term.

Let A0 be the Boolean algebra with atoms{{1},ω \ {1}}, and forn+ 1 let An+1 be the Boolean closure of
{a•b : a,b∈ An}.Furthermore, for eachn∈ ω , let

bn+1 = a0∪ . . .∪an.

Claim. For 0< n eachAn is finite with atomsa0, . . . ,a2n−1,b2n−1+1.

First, we considern= 1. Computing{a•b : a,b∈ A0}), we retainA0 (since{1} ∈ A0) and, obtain additionally,
(ω \{1})• (ω \{1}) which is the set of all positive composite numbers. Thus, theatomω \{1} of A0 splits into
a1, the set of all prime numbers, andb2, the set of all composite numbers (including 0). Since 1= 21−1, the claim
is true forn= 1.

Suppose that the claim is true forAn, i.e. that the atoms ofAn area0,a1, . . . ,a2n−1,b2n−1+1. We need to show
that the closure of{a•b : a,b∈ An} under the Boolean operations gives usAn+1. Since• distributes over∪ it is
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sufficient to findai •a j andai •bn+1 for i, j ≤ n. Now, if i, j ≤ n, thenai •a j = ai+ j , and thus, fromai •a j we
obtain the disjoint sets

a0, a1, . . . ,a2n−1, a2n−1+1, . . . ,a2n−1+2n−1 = a2(n+1)−1.

Fromai •b2n−1+1 we obtain

b2n−1+1 ⊇ b2n−1+2 ⊇ b2n−1+1+2n−1 = b2(n+1)−1+1

The claim now follows frombm\bm+1 = am.

Clearly, {an : n ∈ ω} is the set of atoms ofCm0N
•. Let f : Cm0N

+++ → Cm0N
• be the mapping induced by

f ({n}) = an. Then, f is bijective, and

f ({n}+++{m}) = f ({n+m}) = an+m = an•am = f ({n})• f ({m}).

Since+++ and• are (completely) additive,f is an isomorphism.

It may be noted that that 0∈ an for all n∈ ω . Thus,{0} is not definable from the constants, and

ω = ∑Cm0N
•

{an : n∈ ω} 6= ∑Cm N•

{an : n∈ ω}= ω \{0}.

It follows thatCm0N
• as a Boolean algebra is not a regular Boolean subalgebra ofCm N• [for the definition see

10].

Let us now consider the algebraCm1N
•, i.e. the subalgebra ofCm N• generated by its atoms{n}. We note

that {0} is a nonzero annihilator, and thus is a proper congruence element - indeed, the smallest nonzero con-
gruence element. Therefore,Cm1N

• is subdirectly irreducible. By Theorem 3.14, no element ofVar Cm N+++

with more than two elements has a nonzero annihilator. Together with Cm0N
+++ ∼= Cm0N

• we obtain that
Cm1N

• 6∈ Var Cm0N
•, and therefore,Var Cm1N

• 6= Var Cm0N
•

Let θ be the congruence generated by{0}, andA be the complex algebra of〈ω \{0}, ·,1〉. Then, clearly,aθb⇐⇒
a∪{0}= b∪{0}, andCm1N

•/θ is isomorphic to the singleton algebraA1 of A; furthermore,Cm0N
• ∼= A0.

Owing to the presence of the nonzero annihilator{0} we can still turn satisfiability (validity) of inequations
into satisfiability (validity) of equations even thoughCm1N

• is not a discriminator algebra - it is subdirectly
irreducible, but not simple:

(∃~x)[τ(~x) 6= σ(~x)]⇐⇒ (∃~x)[τ(~x) △ σ(~x) 6=⊥]⇐⇒ (∃~x)[{0}• (τ(~x) △ σ(~x)) = {0}],(3.11)

(∀~x)[τ(~x) 6= σ(~x)]⇐⇒ (∀~x)[τ(~x) △ σ(~x) 6=⊥]⇐⇒ (∀~x)[{0}• (τ(~x) △ σ(~x)) = {0}].(3.12)

We know already that the set of primes is definable inCm1N
•. This can be generalized as follows: Forn∈ ω let

Po(n) be the set of all powers ofn.

Theorem 3.17.Let p0, . . . , pn be primes, and b= Po(p0)• . . . •Po(pn). Then, for all a⊆ ω ,

a∩b∈ Cm1N
• ⇐⇒ a∩b∈ FC(b).

Here, FC(b) is the set of all finite or cofinite subsets of b.
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Proof. “⇐”: We first show thatPo(p) ∈ Cm1N
• for every primep. Consider the following sequence:

ω •{p} All multiples of p

ω •{p} All n not divisible byp

ω •{p}∩{1} All n 6= 1 not divisible byp, i.e. coprime top, sincep is prime

ω • (ω •{p}∩{1}) All n with a factor6= 1 coprime top

ω • (ω •{p}∩{1}) All n with (n 6= 1⇒ nom coprime top dividesn),

which defines the set of all powers ofp. It follows thatb ∈ Cm1N
•. Since all singletons are inCm1N

•, each
finite or cofinite subset ofb is in Cm1N

•.

“⇒”: Consider the condition

x∩b 6∈ FC(b).(3.13)

Suppose there are a term of minimal lengthτ(x0, . . . ,xk) anda0, . . . ,ak ⊆ ω such thata := τ(a0, . . . ,ak) satisfies
(3.13). If a= s∪ t, thens or t satisfy (3.13), contradicting the minimality ofτ ; similarly, a is not of the forms.
Finally, leta= s• t. By the minimality ofτ , boths∩b andt ∩b are inFC(b), and by our assumption one must
be cofinite inb, say,s. The cofinality implies there areq0, . . . ,qn ∈ ω such that such that for allm0, . . . ,mn ∈ ω ,

m0 ≥ q0∧ . . .∧mn ≥ qn ⇒ pm0 · . . . · pmn ∈ s.(3.14)

Let q= p j0
0 · . . . p jn

n ∈ t ∩b. Then,{q}•s is cofinite ins by (3.14), and thus, cofinite inb. It follows thata= s• t
is cofinite inb, contradicting our assumption.

Theorem 3.17 does not hold inCm0N: If a := ({3}•ω)+++{1}, thenPo(2)∩a is the set of all powers of 4. This
also shows thatCm1N

• ( Cm1N.

Theorem 3.18. (i) For each n> 0, Cm1N
• contains an idempotent subsemigroup with n generators and2n−1

elements.

(ii) Suppose that G is a subsemigroup ofCm1N
• and a group. Then,|G|= 1.

Proof. (i) Let P = {p1, . . . , pn} be a set ofn primes, and for each nonemptyM = {pi1, . . . pik} ⊆ P let aM :=
Popi1 • . . . •Popik. Then,S= {aM : /0 6= M ⊆ P} is the desired semigroup generated by{a{pi} : 1≤ i ≤ n}; the
identity element isaP.

(ii) Let e be the neutral element ofG. If e= /0, thena = a• e= a• /0 = /0 for all a ∈ G, and thus,|G| = 1.
Similarly, if e= {0} we have|G|= 1. Thus, suppose thate 6⊆ {0}; it is easy to see that thena 6⊆ {0} for all a∈ G.
Let n= min(e\{0}). Sincee•e= e, there arek,m∈ e with n= k ·m. Minimality of n andn 6= 0 imply n= k
andm= 1 orn= mandk= 1. In any case,n= 1, and thus, 1∈ e.

Suppose thata∈ G. Sincea•a−1 = eand 1∈ e, we have 1∈ a∩a−1 and hence,a= a•{1} ⊆ a•a−1 = e.

Conversely,e= e•{1} ⊆ e•a= a, so that altogethera= e.
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4 Decidability of theories

Recall that for a BAOB, we denote byB0 the smallest subalgebra ofB, i.e. the subalgebra ofB generated
by the constants. In this section we consider the problemsFO B, Eq B, andEqSatB for the algebrasCm N,
Cm0N, Cm N+++, Cm0N

+++, Cm N•, andCm0N
•. If B is one of these algebras, we denote byB

d the algebra
enhanced by an additional operatord which represents a discriminator function onB. A conjunctive grammaris
a context–free grammar with an explicit intersection operation [13]. This section largely draws together work by
Okhotin [14], Jėz and Okhotin [7], and Pinus and Vazhenin [15].

We have the following undecidability results. If T is a Turing Machine, we can define the language VALC(T)
of computationsof T, over the alphabetΣ = {0, . . . ,k−1}, for somek > 0. It does not really matter how these
computations are encoded: the important point here is that VALC(T) = /0 if and only if the language accepted by
T is empty. We may assume without loss of generality that no strings in VALC(T) begin with the letter 0. Any
strings∈ Σ∗ which does not begin with 0 may be regarded as a base-k representation of a positive integer♯(s).
Thus, we obtain a 1–1 mappingfk : VALC(T)→{a}∗ given by fk(s) = a♯(s). Thus, fk(VALC(T)) is a language
over the 1-element alphabet{a}.

Lemma 4.1. [7])

(i) For every Turing Machine T, we can effectively construct conjunctive grammars G and G′ over the alphabet
{a} such that L(G) = fk(VALC(T)).

(ii) If a ⊆ ω is recursive, there exists a finite system of equations of theform τi(y,x1, . . . ,xn) = σi(y,x1, . . . ,xn)
in the language with∪,∩,+++ such that its unique solution is y= a and xi = bi for some〈b1, . . . ,bn〉 ∈ (2ω)n.

First, we compare the theories of these algebras.

Theorem 4.2. (i) Eq (N+++) = Eq (2ω ,+++,{0}).

(ii) Eq Cm0N
+++ = Eq Cm N+++.

(iii) EqSat Cm0N
+++ 6= EqSat Cm N+++.

(iv) Eq Cm0N
+++,d 6= Eq Cm N+,d.

(v) Eq Cm0N 6= Eq Cm N.

Proof. (i) The mappingf : ω → {a ⊆ ω : a is finite} which mapsn to {n} is an embedding of monoids, and
thus,Eq (2ω ,+++,{0}) ⊆ Eq (N+). The reverse inclusion follows from the fact thatN+ is the free monoid on a
single generator.

(ii) SinceCm0N
+++ ≤ Cm N+++, it follows thatCm0N

+++ ∈ Var(Cm N+++). Conversely, eachBn is in Var(Cm0N
+++)

by Corollary 3.7, and thus,Cm N+++ ∈ Var (Cm0N
+++).

(iii) The equation

x+++{1} = x(4.1)

has a unique solution inCm N+++, namely, the set of even numbers, which is not inCm0N
+++.
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(iv) This is a slight generalization of Theorem 3.15(2). Theequation (4.1) has no solution inFC(ω), i.e. (∀x)[x+++
{1} 6= x] holds inCm0N. This is equivalent to the equationd((x+++{1}) △ x) = ω which is not valid inCm N+,d.

(v) Let a∈ Cm N\Cm0N be recursive. Such set exists, since every every set definable by an arithmetic circuit
is in the bounded hierarchy BH [16], and the bounded hierarchy is known to be contained within the zeroth
Grzegorczyk class,E 0

∗ . By Lemma 4.1 there is a first order sentence(∃x)ϕ(x) such thatCm N |= ϕ(x/s) if and
only if s= a. It follows thatCm0N 6|= (∃x)ϕ(x), i.e. Cm0N |= (∀x)¬ϕ(x). SinceCm0N is a discriminator
algebra, there is an equationτ(x) = σ(x), such thatCm0N |= (∀x)¬ϕ(x) if and only if Cm0N |= τ(x) = σ(x).
SinceCm N |= (∃x)ϕ(x), τ(x) = σ(x) cannot hold inCm N.

Given any conjunctive grammarG with non-terminalsX1, . . . ,Xn over the alphabet{a}, we may effectively
construct a system of language equationsE in variablesV1, . . . ,Vn, with the property thatE has a unique least
(under componentwise-inclusion) solutionS0

1, . . . ,S
0
n and, moreover, for alli (1≤ i ≤ n), Si is the set of strings of

{a}∗ to whichG assigns the categoryXi. Let us assume thatX1 is the start-symbol ofG; i.e., L(G) is the set of
strings to whichG assigns categoryX1.

Theorem 4.3. Let O be any collection of isotone operators onN with +++ ∈ O. ThenEqSat Cm(N,O) is co–r.e.-
complete.

Proof. For the lower bound, it suffices to establish the result in thecaseCm(N,{+}) = CmN+++. We use the
fact that the emptiness of the languages accepted by a TuringmachineT is equivalent to the validity of the
language equationsE , as outlined above. We must translate the language equations inE in the logical signature
{ε ,{a},∪,∩, ·}, (where· denotes concatenation) into integer-set equations, by replacing ε by {0}, {a} by {1},
and· by +++. Let the result of this translation beE ∗. If g : {a}∗ → N is the isomorphism given byak 7→ k, then
S1, . . . ,Sn is a solution ofE if and only if g(S1), . . . ,g(Sn) is a solution ofE ∗.

Altogether, we have:

Acc(T) = /0 ⇔ VALC(T) = /0

⇔ fk(VALC(T)) = /0

⇔ LG = /0

⇔ S0
1 = /0

⇔ E ∪{X1 = /0} has a solution

⇔ E
∗∪{X1 = /0} has a solution.

This establishes thatEqSat Cm(N,O) is co-r.e.-hard, as required.

To show thatEqSat Cm(N,O) is co-r.e., it suffices to prove that, for anym-tuple of variables ¯x and any term
τ(x̄),

(4.2) τ(x̄) = /0 has a solution in(2ω)m

if and only if, for all n,

(4.3) τ(x̄)∩ [0,n] = /0 has a solution in(2[0,n])m,

since the condition (4.3) is evidently decidable for fixedn. In the sequel, if ¯s= (s1, . . . ,sm) andt̄ = (t1, . . . , tm) are
m-tuples of sets, we write ¯s∩ [0,n] for them-tuple(s1∩ [0,n], . . . ,sn∩ [0,n]), s̄∪ t̄ for them-tuple(s1∪ t̄1, . . . ,sn∪
t̄m) ands̄⊆ t̄ for the conditions1 ⊆ t1∧ ·· ·∧sm ⊆ tm.
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The direction from (4.2) to (4.3) is easy. For supposeτ(s̄) = /0. Then, for alln, τ(s̄)∩ [0,n] = /0, whence, by the
monotonicity of the operators onO, τ(s̄∩ [0,n])∩ = /0. To show the converse, letVn denote, for anyn, the set of
pairs〈s̄,n〉 wheres̄ is a solution ofτ(x̄)∩ [0,n] = /0 in (2[0,n])m. Thus,Vn is finite, and, assuming (4.3) for alln,
non-empty. Define the directed graph(V,E) by settingV =

⋃
Vn and

E = {(〈s̄,n〉,〈t̄ ,n+1〉) : 〈s̄,n〉 ∈Vn, 〈t̄,n+1〉 ∈Vn+1 ands̄⊆ t̄} .

Thus,(V,E) is a finitely branching, infinite tree, and so has an infinite path 〈s̄0,0〉,〈s̄1,1〉, . . ., where ¯s0 ⊆ s̄1 ⊆ ·· · .
Letting s̄=

⋃
s̄n, we have, for alln, τ(s̄)∩ [0,n] = τ(s̄n)∩ [0,n] = /0. Henceτ(s̄) = /0, whence (4.2) holds.

It immediately follows from Theorem 4.3 that

Corollary 4.4. EqSat Cm N is co-r.e.-hard.

In Corollary 3.10 we showed thatEq Cm0N
+++ is co–re. On the other hand, it is not obvious that we can find a

(computable) bound for the smallest witnesses ofinequations in these languages.

While the membership problem forCm0N is a word problem, the satisfaction problem (1.6) is relatedto the
equational theory:

Theorem 4.5. The equational theory ofCm1N
• is decidable if and only if the satisfaction problem(1.6) is

decidable.

Proof. “⇒”: Let n∈ ω andτ(~x) be a term with variables~x. Then,

∃(~x)[{n}∩ τ(~x) 6= /0]⇐⇒¬((∀~x)[{n}∩ τ(~x) = /0]).

“⇐”: Suppose thatτ(~x), σ(~x) are terms with variables among~x; w.l.o.g. we may suppose thatσ(~x) = /0. Then,

(∀~x)[τ(~x) = /0]⇐⇒ (∀~x)[0 6∈ {0}• τ(~x)]⇐⇒¬((∃~x)[0∈ {0}• τ(~x)]).

As for equational theories, results are known as long as we have the wherewithal to convert equations into
inequations. Determining whether an equation belongs to the equational theory of a languageL over some
interpretationA is the co-problem of determining whether aninequation inL is satisfiable inA. If we have a
discriminator at our disposal, then (2.2), (2.3) and Theorem 4.3 imply

Theorem 4.6. The setEq Cm N+++,d is r.e.-hard. Hence,Eq Cm N is r.e.-hard.

If 〈S,◦〉 is a semigroup, then itspower structureis the semigroup of complexes ofS. The following result is
quoted by Pinus and Vazhenin [15, Theorem 2.3.2]:

Theorem 4.7. [2] For a variety V of semigroups the class of power structures of elements ofV has a decidable
elementary theory if and only ifV ⊆ Var({x◦y◦z= x◦z}).

Neither〈ω ,+,0〉 nor 〈ω , ·,1〉 satisfyx◦y◦z= x◦z. Since the power structure of〈ω ,+,0〉 is a reduct ofCm N+++,
this is another way to show thatFO Cm N+++ is undecidable. It also applies to〈ω , ·,1〉:

Corollary 4.8. FO Cm N• is undecidable.
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