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Abstract. This paper studies the concepts of definability and canonicity in Boolean logic with a bi-

nary relation. Firstly, it provides formulas defining first-order or second-order conditions on frames.

Secondly, it proves that all formulas corresponding to compatible first-order conditions on frames

are canonical.
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1. Introduction

One of the central issues in region-based theories of space is the concept of connection between re-

gions [10, 11, 17, 18]. The theory of connection can be succinctly described as the study of regions

instead of points as the basic entities of geometry, with a particular emphasis on the study of the rela-

tion “a is in contact with b” for regions a and b in some space. For example, de Laguna [22] considers

the ternary relation “a connects b with c” and Whitehead [31] considers the binary relation “a is con-

nected with b”. In this setting, points can be defined as collections of regions. The idea to define points

as collections of regions in de Laguna’s framework and in Whitehead’s framework is very similar to
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the idea to define elements as ultrafilters in Stone’s representation theory of Boolean algebras. That is

the reason why the concept of connection can be abstracted within the context of Boolean contact al-

gebras where one considers a Boolean algebra B, the space of regions, and a binary relation C on B,

the contact relation between regions. Several variants of Boolean contact algebras have been studied

later [6, 15, 21, 26, 29] and several representation theorems of these variants in proximity spaces and

topological spaces have been recently obtained [12, 13, 14, 16, 28].

Boolean logic with a binary relation (BLBR) can be considered as a quantifier-free logic for reasoning

about connection between regions [3, 4, 5]. Its language is a Boolean language with the Boolean con-

structs f , t, −, ∪ and ∩ to which the binary relation symbol δ has been added. Within a Boolean contact

algebra (B,C), the Boolean terms of the language defined over f , t, −, ∪ and ∩ are interpreted by ele-

ments of the Boolean algebraB whereas the binary relation symbol δ added to the language is interpreted

by the binary relation C on B. In spite of its simplicity, such a language turns out to be a useful tool

for describing relational structures [2] too. The truth of the matter is that the semantics of BLBR can be

presented in three different ways [27]: an algebraic semantics based on algebras of regions, a topological

semantics based on contact algebras of some classes of topological spaces and a Kripke-type semantics

based on Kripke structures regarded as adjancency spaces, the Kripke-type semantics having the advan-

tage of being close to the semantics for basic modal language and allowing the re-use of well-known

tools and techniques in modal logic (bisimulation, canonical model, filtration, etc).

This paper considers the concepts of definability and canonicity. It presents results that explain the dif-

ferences between our BLBR and a propositional modal logic. Concerning definability, we show that the

class of all connected frames is modally definable in our language whereas the class of all Church-Rosser

frames is not modally definable in our language. Concerning canonicity, a consistent extension L of the

minimal BLBR is said to be canonical iff every maximal L-consistent set of formulas in our language

defines a canonical frame that validates L. The most important differences between our BLBR and a

propositional modal logic being probably that our BLBR gives rise to uncountably many canonical mod-

els, we show that some consistent extension L of our BLBR is not canonical.

The section-by-section breakdown of this paper is as follows. Section 2 introduces the syntax and the

Kripke-type semantics of our BLBR. In Section 3, we redefine in our setting the concepts of bounded

morphisms and bisimulations. Section 4 considers the concept of definability. A variant of the technique

of the filtration is presented in Section 5. Section 6 describes a variant of the technique of the canonical

model. In Section 7, the concept of canonicity is studied. Section 8 presents the concept of compati-

ble formula. In Section 9, several open problems are suggested. We assume the reader’s familiarity with

well-known tools and techniques in modal logic (bisimulation, canonical model, filtration, etc). For more

on these see [7, 9]. In all our figures, true to tradition, black circles represent irreflexive possible worlds

whereas white circles represent reflexive possible worlds.

2. Syntax and Kripke-type semantics

We now recall the syntax and the Kripke-type semantics presented in [5].

2.1. Syntax

The language is defined using a countable set BV of Boolean variables (with typical members denoted

by p, q, r, etc).



Definition 2.1. (Terms)

We inductively define the set t(BV ) of terms (with typical members denoted by A,B,C , etc) as follows:

• A ::= p | f | t | −A | (A ∪B) | (A ∩B).

For all terms A, let A0 = −A and A1 = A.

Definition 2.2. (Formulas)

We inductively define the set f(BV ) of formulas (with typical members denoted by φ, ψ, χ, etc) as

follows:

• φ ::= A ≡ B | AδB | ⊥ | ⊤ | ¬φ | (φ ∨ ψ) | (φ ∧ ψ).

The other Boolean constructs are defined as usual. We obtain the formulas A 6≡ B and Aδ̄B as abbrevi-

ations: A 6≡ B for ¬A ≡ B and Aδ̄B for ¬AδB. The notion of subterm and the notion of subformula

are standard. We adopt the standard rules for omission of the parentheses.

Definition 2.3. (Free variables)

If A is a term then FV (A) will denote the set of all Boolean variables occurring in A whereas if φ is

a formula then FV (φ) will denote the set of all Boolean variables occurring in φ. For all BV ′ ⊆ BV ,

t(BV ′) will denote the set of all A ∈ t(BV ) such that FV (A) ⊆ BV ′ whereas f(BV ′) will denote the
set of all φ ∈ f(BV ) such that FV (φ) ⊆ BV ′.

Definition 2.4. (Substitution instances)

A substitution is a function σ assigning to each Boolean variable p a term σ(p). As usual, σ induces

a function (·)σ assigning to each term A a term (A)σ and assigning to each formula φ a formula (φ)σ

obtained from A and φ by uniformly replacing occurrences of Boolean variables by the σ-corresponding

terms. A termB is a substitution instance of a term A iff there exists a substitution σ such that (A)σ = B

whereas a formula ψ is a substitution instance of a formula φ iff there exists a substitution σ such that

(φ)σ = ψ.

2.2. Kripke-type semantics

Definition 2.5. (Frames)

A frame is an ordered pair F = (W,R) whereW is a non-empty set of possible worlds andR is a binary

relation on W . For all x ∈ W , let R(x) be the set of all y ∈ W such that xRy, R+(x) be the set of
all y ∈ W such that xR+y and R⋆(x) be the set of all y ∈ W such that xR⋆y, R+ being the transitive

closure of R and R⋆ being the reflexive-transitive closure of R.

Definition 2.6. (Valuations)

A valuation based on a frame F = (W,R) is a function V assigning to each Boolean variable p a subset

V (p) of W . As usual, V induces a homomorphism (·)V from the algebra of terms into the Boolean

algebra ofW ’s subsets assigning to each term A a subset (A)V ofW as follows:

• (p)V = V (p),

• (f)V = ∅,

• (t)V =W ,



• (−A)V =W \ (A)V ,

• (A ∪B)V = (A)V ∪ (B)V and

• (A ∩B)V = (A)V ∩ (B)V .

Definition 2.7. (Models)

A model is an ordered triple M = (W,R, V ) where F = (W,R) is a frame and V is a valuation based

on F .

Definition 2.8. (Satisfiability)

The satisfiability of a formula φ in a modelM = (W,R, V ), in symbols M |= φ, is defined as follows:

• M |= A ≡ B iff (A)V = (B)V ,

• M |= AδB iff there exists x, y ∈W such that xRy, x ∈ (A)V and y ∈ (B)V ,

• M 6|= ⊥,

• M |= ⊤,

• M |= ¬φ iffM 6|= φ,

• M |= φ ∨ ψ iffM |= φ orM |= ψ and

• M |= φ ∧ ψ iffM |= φ andM |= ψ.

As a result, M |= A 6≡ B iff (A)V 6= (B)V andM |= Aδ̄B iff for all x, y ∈W , if xRy then x 6∈ (A)V

or y 6∈ (B)V .

Example 2.9. Let M = (W,R, V ) and M′ = (W ′, R′, V ′) be the models defined as follows: W =
{0}; R = ∅; V (p) = ∅; W ′ = {0}; R′ = ∅; V ′(p) = {0}. The reader may easily verify that ≡ cannot

be eliminated from the language, seeing that M |= p ≡ f ,M′ 6|= p ≡ f and for all ≡-free formulas φ,
M |= φ iffM′ |= φ.

Example 2.10. Let M = (W,R, V ) and M′ = (W ′, R′, V ′) be the models defined as follows: W =
{0}; R = ∅; V (p) = ∅; W ′ = {0}; R′ = {(0, 0)}; V ′(p) = ∅. The reader may easily verify that δ

cannot be eliminated from the language, seeing that M |= tδ̄t, M′ 6|= tδ̄t and for all δ-free formulas φ,

M |= φ iffM′ |= φ.

Definition 2.11. (Validity and satisfiability)

Let F be a frame. A formula φ is valid in F , in symbols val(F , φ), iff for all models M based on F ,
M |= φ. If there exists a model M based on F such that M |= φ then we say that φ is satisfiable in

F , in symbols sat(F , φ). A set Γ of formulas is valid in F , in symbols val(F ,Γ), iff for all models
M based on F , M |= φ for every formula φ such that φ ∈ Γ. If there exists a model M based on F
such thatM |= φ for every formula φ such that φ ∈ Γ then we say that Γ is satisfiable in F , in symbols
sat(F ,Γ). Let C be a class of frames. A formula φ is valid in C, in symbols val(C, φ), iff for all frames
F in C, val(F , φ). φ is said to be valid if φ is valid in the class of all frames. If there exists a frame

F in C such that sat(F , φ) then we say that φ is satisfiable in C, in symbols sat(C, φ). φ is said to be

satisfiable if φ is satisfiable in the class of all frames. For all classes C of frames, let val(C) be the set
of all formulas φ such that val(C, φ) and sat(C) be the set of all formulas φ such that sat(C, φ). For all
formulas φ, let Cval

φ be the class of all frames F such that val(F , φ) and Csat
φ be the class of all frames

F such that sat(F , φ).



Definition 2.12. (Modal equivalence)

LetM = (W,R, V ) and M′ = (W ′, R′, V ′) be models. IfM and M′ are such that for all formulas φ,

M |= φ iffM′ |= φ then we say thatM andM′ are modally equivalent.

Example 2.13. Take the case of the models Mfin = (Wfin, Rfin, Vfin) and Minf = (Winf , Rinf ,

Vinf ) defined as follows: Wfin is the set of all finite subsets of BV ; Rfin is the universal relation on

Wfin; for all Boolean variables p and for all x ∈ Wfin, x ∈ Vfin(p) iff p ∈ x; Winf is the set of

all infinite subsets of BV ; Rinf is the universal relation on Winf ; for all Boolean variables p and for

all x ∈ Winf , x ∈ Vinf (p) iff p ∈ x. As the reader is asked to show, Mfin and Minf are modally

equivalent.

2.3. Standard translation into a first-order language

By now, the reader should have noticed an important difference between the above Kripke-type seman-

tics and the semantics for the basic modal language: in the above Kripke-type semantics, satisfaction is

a binary relation between models and formulas whereas in the semantics for the basic modal language,

satisfaction is a ternary relation between models, possible worlds and formulas. Such a difference relates

to the way we have defined the satisfiability of the formulas A ≡ B and AδB in models. This way im-

plies that in every model, the operators [U ] and 〈U〉 being interpreted by the universal binary relation on
the set of all possible worlds and the operators ✷ and✸ being interpreted by the binary relation R on the

set of all possible worlds, A ≡ B corresponds to [U ](A ↔ B) and AδB corresponds to 〈U〉(A ∧✸B).
The following translation of our language into a first-order language illustrates this correspondence. Let

L1(BV ) be the first-order language with equality which has the unary predicates P0, P1, . . . correspond-

ing to the Boolean variables p0, p1, . . . in BV and the binary predicate Rδ corresponding to the modal

operator δ and L1(∅) be the first-order language with equality which has the binary predicate Rδ cor-

responding to the modal operator δ. Positive first-order formulas in L1(∅) are inductively defined as

follows:

• α ::= u ≡ v | Rδ(u, v) | (α ∨ β) | (α ∧ β) | ∀uα | ∃uα.

Quantifier-free first-order formulas in L1(∅) are inductively defined as follows:

• α ::= u ≡ v | Rδ(u, v) | ⊥ | ¬α | (α ∨ β).

Definition 2.14. (Standard translation of terms)

If u is a first-order variable and A is a term then the corresponding first-order formula ST (u,A) in
L1(BV ) is inductively defined as follows:

• ST (u, pn) = Pn(u),

• ST (u, f) = ⊥,

• ST (u, t) = ⊤,

• ST (u,−A) = ¬ST (u,A),

• ST (u,A ∪B) = ST (u,A) ∨ ST (u,B) and

• ST (u,A ∩B) = ST (u,A) ∧ ST (u,B).



Definition 2.15. (Standard translation of formulas)

If φ is a formula then the corresponding first-order sentence ST (φ) in L1(BV ) is inductively defined as
follows:

• ST (A ≡ B) = ∀u(ST (u,A) ↔ ST (u,B)),

• ST (AδB) = ∃u(ST (u,A) ∧ ∃v(Rδ(u, v) ∧ ST (v,B))),

• ST (⊥) = ⊥,

• ST (⊤) = ⊤,

• ST (¬φ) = ¬ST (φ),

• ST (φ ∨ ψ) = ST (φ) ∨ ST (ψ) and

• ST (φ ∧ ψ) = ST (φ) ∧ ST (ψ).

Proposition 2.16. Let M = (W,R, V ) be a model. For all terms A, for all x ∈ W and for all formu-

las φ,

• x ∈ (A)V iffM |= ST (u,A)[x] and

• M |= φ iffM |= ST (φ).

Proof:

The first item follows by induction on A and the second one follows by induction on φ. ⊓⊔

The decidability of the 2-variable fragment of any first-order language with equality has been obtained
by Mortimer [23]. The membership in NEXPTIME of its satisfiability problem has been established

by Grädel et al. [20]. Hence, the embedding of our language into L1(BV ) considered in Proposition 2.16
implies that if C is a class of frames definable by a first-order sentence with at most 2 variables then the
following decision problem is decidable in nondeterministic exponential time:

input: a formula φ,

output: determine whether sat(C, φ).

3. Bounded morphisms and bisimulations

We recall the definitions of two relations between models presented in [5]: bounded morphisms and

bisimulations. We will see that the satisfiability of formulas is invariant under these two relations.

3.1. Bounded morphisms

We first define bounded morphisms for our language.

Definition 3.1. (Bounded morphisms)

Let M = (W,R, V ) and M′ = (W ′, R′, V ′) be models. A bounded morphism from M to M′ is a

surjection f fromW toW ′ such that (i) for all x, y ∈W , if xRy then f(x)R′f(y), (ii) for all x′, y′ ∈W ′,

if x′R′y′ then there exists x, y ∈ W such that f(x) = x′, f(y) = y′ and xRy and (iii) for all Boolean

variables p and for all x ∈ W , x ∈ V (p) iff f(x) ∈ V ′(p). If there exists a bounded morphism fromM
toM′ then we say thatM′ is a bounded morphic image ofM.



Proposition 3.2. LetM = (W,R, V ) andM′ = (W ′, R′, V ′) be models. IfM′ is a bounded morphic

image ofM then for all terms A, for all x ∈W and for all formulas φ,

• x ∈ (A)V iff f(x) ∈ (A)V
′

and

• M |= φ iffM′ |= φ.

Proof:

The first item follows by induction on A and the second one follows by induction on φ. ⊓⊔

By Proposition 3.2, we know that every model is modally equivalent to all its bounded morphic images.

Is the converse true? That is, if two models are modally equivalent, must one of them be a bounded

morphic image of the other? The answer is “no”.

Example 3.3. Take the case of the models Mfin and Minf defined in Example 2.13. As the reader is

asked to show, Mfin and Minf are modally equivalent but neither is Mfin a bounded morphic image

ofMinf nor isMinf a bounded morphic image ofMfin.

3.2. Bisimulations

We now define bisimulations for our language.

Definition 3.4. (Bisimulations)

LetM = (W,R, V ) andM′ = (W ′, R′, V ′) be models. A bisimulation betweenM andM′ is a binary

relation Z betweenW andW ′ such that (i) for all x ∈W , there exists x′ ∈W ′ such that xZx′, (ii) for all

x′ ∈ W ′, there exists x ∈ W such that xZx′, (iii) for all x, y ∈ W , if xRy then there exists x′, y′ ∈ W ′

such that xZx′, yZy′ and x′R′y′, (iv) for all x′, y′ ∈ W ′, if x′R′y′ then there exists x, y ∈ W such that

xZx′, yZy′ and xRy and (v) for all Boolean variables p, for all x ∈ W and for all x′ ∈ W ′ such that

xZx′, x ∈ V (p) iff x′ ∈ V ′(p). If there exists a bisimulation between M and M′ then we say that M
andM′ are bisimilar.

We first prove a simple result.

Proposition 3.5. Let M = (W,R, V ) and M′ = (W ′, R′, V ′) be models. If the binary relation Z

between W and W ′ is a bisimulation between M and M′ then for all terms A, for all x ∈ W , for all

x′ ∈W ′ and for all formulas φ,

• if xZx′ then x ∈ (A)V iff x′ ∈ (A)V
′

and

• M |= φ iffM′ |= φ.

Proof:

The first item follows by induction on A and the second one follows by induction on φ. ⊓⊔

The relation of the previous section, bounded morphism, is a bisimulation.

Proposition 3.6. LetM = (W,R, V ) andM′ = (W ′, R′, V ′) be models. IfM′ is a bounded morphic

image ofM thenM andM′ are bisimilar.



Proof:

Let f be a bounded morphism from M to M′. Let Z be the binary relation between W and W ′ such

that for all x ∈ W and for all x′ ∈ W ′, xZx′ iff f(x) = x′. As the reader is asked to show, Z is a

bisimulation between M andM′. ⊓⊔

By Proposition 3.5, we know that bisimilar models are modally equivalent. Is the converse true? That is,

if two models are modally equivalent, must they be bisimilar? The answer is “no”. Take the case of the

models Mfin and Minf defined in Example 2.13. As the reader is asked to show, Mfin and Minf are

modally equivalent butMfin andMinf are not bisimilar.

3.3. Bounded morphisms, bisimulations and modal equivalence

It is not possible to prove the converse to Proposition 3.2 in the case of finite models.

Example 3.7. To illustrate the truth of this, one has only to consider the finite models M = (W,R, V )
and M′ = (W ′, R′, V ′) defined as follows: W = {1, 2, 3}; R = ∅; V (p) = {1} and V (q) = {2, 3};
W ′ = {1, 2, 3}; R′ = ∅; V ′(p) = {1, 2} and V ′(q) = {3}. As the reader is asked to show, M and M′

are modally equivalent but neither isM a bounded morphic image ofM′ nor isM′ a bounded morphic

image ofM.

Nevertheless, it is possible to prove the converse to Proposition 3.5 in the case of finite models. The next

proposition is about an analogue of the Hennessy-Milner theorem in modal logic.

Proposition 3.8. Let M = (W,R, V ) and M′ = (W ′, R′, V ′) be finite models. If M and M′ are

modally equivalent thenM andM′ are bisimilar.

Proof:

Let Z be the binary relation between W and W ′ such that for all x ∈ W and for all x′ ∈ W ′, xZx′ iff

for all Boolean variables p, x ∈ V (p) iff x′ ∈ V ′(p). Let us show that Z is a bisimulation between M
andM′.

Let x ∈ W . Consider an enumeration A0, A1, . . . of all terms A such that x ∈ (A)V . Hence, for

all non-negative integers n, x ∈ (A0 ∩ . . . ∩ An)
V . Therefore, for all non-negative integers n, M′ |=

A0 ∩ . . . ∩ An 6≡ f . Consequently, for all non-negative integers n, there exists x′n ∈ W ′ such that

x′n ∈ (A0)
V ′

∩ . . . ∩ (An)
V ′

. Since W ′ is finite, there exists x′ ∈ W ′ such that for all non-negative

integers n, x′ ∈ (A0)
V ′

∩ . . . ∩ (An)
V ′

. As the reader is asked to show, xZx′.

The second condition of bisimulations may be checked in a similar way.

Let x ∈ W and y ∈ W be such that xRy. Consider an enumeration A0, A1, . . . of all terms A

such that x ∈ (A)V and an enumeration B0, B1, . . . of all terms B such that y ∈ (B)V . Hence,

for all non-negative integers n, x ∈ (A0 ∩ . . . ∩ An)
V and y ∈ (B0 ∩ . . . ∩ Bn)

V . Therefore, for

all non-negative integers n, M′ |= (A0 ∩ . . . ∩ An)δ(B0 ∩ . . . ∩ Bn). Consequently, for all non-

negative integers n, there exists x′n, y
′
n ∈ W ′ such that x′nR

′y′n, x
′
n ∈ (A0)

V ′

∩ . . . ∩ (An)
V ′

and

y′n ∈ (B0)
V ′

∩ . . . ∩ (Bn)
V ′

. Since W ′ is finite, there exists x′, y′ ∈ W ′ such that x′R′y′ and for all

non-negative integers n, x′ ∈ (A0)
V ′

∩ . . . ∩ (An)
V ′

and y′ ∈ (B0)
V ′

∩ . . . ∩ (Bn)
V ′

. As the reader is

asked to show, xZx′ and yZy′.

The fourth condition of bisimulations may be checked in a similar way.

The fifth condition of bisimulations is immediate. ⊓⊔



4. Modal definability and modal undefinability

In the setting of equivalence relations, modal definability and modal undefinability of first-order definable

classes of frames have been investigated by Balbiani and Tinchev [2]. In the general setting, we study

below the modal definability and the modal undefinability of several classes of frames.

4.1. Preliminary definitions

Definition 4.1. (Modal definability)

Let C be a class of frames. We shall say that C is modally definable by the formula φ iff for all frames F ,
F is in C iff val(F , φ). C is said to be modally definable by a formula iff there exists a formula φ such

that C is modally definable by φ. We shall say that C is modally definable by the set Γ of formulas iff

for all frames F , F is in C iff val(F ,Γ). C is said to be modally definable by a set of formulas iff there

exists a set Γ of formulas such that C is modally definable by Γ.

4.2. Modal definability

Definition 4.2. (Reflexivity, seriality, density, etc)

Let F = (W,R) be a frame. We shall say that (i) F is reflexive iff for all x ∈W , xRx, (ii) F is serial iff

for all x ∈ W , there exists y ∈W such that xRy, (iii) F is dense iff for all x, y ∈W , if xRy then there

exists z ∈W such that xRz and zRy, (iv) F is connected iff for all x, y ∈W , if x 6= y then there exists

a positive integer N and there exists a sequence (z0, . . . , zN ) inW such that z0 = x, zN = y and for all

positive integers k, if k ≤ N then zk−1Rzk, (v) F is non-2-colourable iff possible worlds inW cannot

be coloured by colours from a given set of 2 colours such that each two possible worlds connected by R
have different colours and (vi) F is looping iff for all x ∈W , there exists a positive integer N and there

exists a sequence (y0, . . . , yN ) inW such that y0 = x, yN = x and for all positive integers k, if k ≤ N

then yk−1Ryk.

Remark that properties (i), (ii) and (iii) are first-order definable whereas properties (iv), (v) and (vi) are

not first-order definable. Note also that properties (i), (ii) and (iii) are modally definable in the ordinary

language of modal logic (✷p → p, ✷p → ✸p, ✷✷p → ✷p) whereas properties (iv), (v) and (vi) are not

modally definable in the ordinary language of modal logic.

Proposition 4.3. The following classes of frames are modally definable by the associated formulas: (i) the

class of all reflexive frames (p 6≡ f → pδp), (ii) the class of all serial frames (p 6≡ f → pδt), (iii) the

class of all dense frames (pδq → pδr ∨ −rδq), (iv) the class of all connected frames (p 6≡ f ∧ −p 6≡
f → pδ − p), (v) the class of all non-2-colourable frames ((p ∪ q) ≡ t ∧ (p ∩ q) ≡ f → pδp ∨ qδq)
and (vi) the class of all looping frames ((p ∩ −q) 6≡ f → pδ − q ∨ qδ − q).

Proof:

See [3, 4, 5] for that part of the proof concerning reflexivity, seriality, density, connectedness and non-2-
colourability.

Let F = (W,R) be a frame. Suppose F is looping. Hence, for all x ∈ W , there exists a positive

integer N and there exists a sequence (y0, . . . , yN ) inW such that y0 = x, yN = x and for all positive

integers k, if k ≤ N then yk−1Ryk. Let V be a valuation based on F . The reader may easily verify that
(W,R, V ) |= (p ∩ −q) 6≡ f → pδ − q ∨ qδ − q.



Let F = (W,R) be a frame. Suppose F is not looping. Hence, there exists x ∈ W such that for all

positive integers N and for all sequences (y0, . . . , yN ) in W , if y0 = x and yN = x then there exists

a positive integer k such that k ≤ N and not yk−1Ryk. Let V be the valuation based on F defined as

follows: V (p) = R⋆(x) and V (q) = R+(x). The reader may easily verify that (W,R, V ) 6|= (p∩−q) 6≡
f → pδ − q ∨ qδ − q. ⊓⊔

4.3. Modal undefinability

Definition 4.4. (Next-reflexivity, transitivity, irreflexivity, etc)

Let F = (W,R) be a frame. We shall say that (i) F is next-reflexive iff for all x ∈ W , there exists

y ∈ W such that xRy and yRy, (ii) F is transitive iff for all x, y ∈ W , if there exists z ∈ W such that

xRz and zRy then xRy, (iii) F is irreflexive iff for all x ∈W , not xRx, (iv) F is Church-Rosser iff for

all x, y, z ∈ W , if xRy and xRz then there exists t ∈ W such that yRt and zRt, (v) F is McKinsey

iff for all subsets X of W and for all x ∈ W , there exists y ∈ W such that xRy and R(y) ⊆ X or

R(y) ∩ X = ∅, (vi) F is converse well-founded iff for all infinite sequences (x0, x1, . . .) in W , there

exists a positive integer k such that not xk−1Rxk, (vii) F is 2-colourable iff possible worlds in W can

be coloured by colours from a given set of 2 colours such that each two possible worlds connected by R
have different colours and (viii) F is non-Hamiltonian iff for all positive integersN and for all sequences

(x0, . . . , xN ) inW , if x0 = xN then there exists x ∈ W such that card({k: k is a positive integer such
that k ≤ N and x = xk−1}) 6= 1.

Remark that properties (i), (ii), (iii) and (iv) are first-order definable whereas properties (v), (vi), (vii)

and (viii) are not first-order definable. Note also that properties (ii), (iv) and (v) are modally definable in

the ordinary language of modal logic (✷p → ✷✷p, ✸✷p → ✷✸p, ✷✸p → ✸✷p) whereas properties

(i), (iii), (vi), (vii) and (viii) are not modally definable in the ordinary language of modal logic.

Proposition 4.5. The following classes of frames are not modally definable by a set of formulas: (i) the

class of all next-reflexive frames, (ii) the class of all transitive frames, (iii) the class of all irreflexive

frames, (iv) the class of all Church-Rosser frames, (v) the class of all McKinsey frames, (vi) the class

of all converse well-founded frames, (vii) the class of all 2-colourable frames and (viii) the class of all
non-Hamiltonian frames.

Proof:

(i) Suppose the class of all next-reflexive frames is modally definable by a set of formulas. Hence, there

exists a set Γ of formulas such that for all frames F , F is next-reflexive iff val(F ,Γ). Let F = (W,R)
and F ′ = (W ′, R′) be the frames defined as follows: W = NN ∪ {ω}; R = {(i, j): i, j ∈ NN ∪ {ω}
are such that i 6= j or i = ω and j = ω}; W ′ = NN ∪ {ω1, ω2}; R

′ = {(i, j): i, j ∈ NN ∪ {ω1, ω2} are
such that i 6= j}. Obviously, F is next-reflexive and F ′ is not next-reflexive. Therefore, val(F ,Γ) and
not val(F ′,Γ). Since not val(F ′,Γ), there exists a model M′ = (W ′, R′, V ′) based on F ′ such that

M′ 6|= φ for some formula φ such that φ ∈ Γ. Since W ′ is infinite and FV (φ) is finite, there exists
i1, i2 ∈ W ′ such that i1 6= i2 and for all Boolean variables p ∈ FV (φ), i1 ∈ V ′(p) iff i2 ∈ V ′(p).
Without loss of generality, let us assume that i1 = ω1 and i2 = ω2. Let M = (W,R, V ) be a model
based on F such that for all Boolean variables p ∈ FV (φ), if V ′(p) ⊆ NN then V (p) = V ′(p) else
V (p) = (V ′(p) ∩ NN) ∪ {ω}. Since val(F ,Γ) and φ ∈ Γ, M |= φ. Now, we consider the binary

relation Z betweenW andW ′ defined as follows: Z = {(i, i): i ∈ NN} ∪ {(ω, ω1), (ω, ω2)}. The reader



may easily verify that Z is a bisimulation between M and M′ if one restricts the language to FV (φ).
Consequently, by Proposition 3.5,M 6|= φ orM′ |= φ: a contradiction.

(ii) Suppose the class of all transitive frames is modally definable by a set of formulas. Hence, there

exists a set Γ of formulas such that for all frames F , F is transitive iff val(F ,Γ). Let F = (W,R)
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Figure 1.

and F ′ = (W ′, R′) be the frames defined as follows (see also Figure 1): W = NN; R = {(2i, 2i + 1):
i ∈ NN}; W ′ = NN; R′ = {(i, i + 1): i ∈ NN}. Obviously, F is transitive and F ′ is not transitive.

Therefore, val(F ,Γ) and not val(F ′,Γ). Let f be the surjection from W to W ′ defined as follows:

f(2i) = i and f(2i+ 1) = i+ 1. The reader may easily verify that f is a bounded morphism from F to

F ′. Consequently, by Proposition 3.2, not val(F ,Γ) or val(F ′,Γ): a contradiction.
(iii) The argument concerning the class of all irreflexive frames is similar. It suffices to consider the
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frames F = (W,R) and F ′ = (W ′, R′) defined as follows (see also Figure 2): W = NN; R = {(i, i+1):
i ∈ NN}; W ′ = {0}; R′ = {(0, 0)}; together with the surjection f from W to W ′ defined as follows:

f(i) = 0.
(iv) The argument concerning the class of all Church-Rosser frames is similar. It suffices to consider

the frames F = (W,R) and F ′ = (W ′, R′) defined as follows: W = NN; R = {(2i, 2i + 1): i ∈
NN} ∪ {(2i+1, 2i+1): i ∈ NN};W ′ = NN; R′ = {(0, i+1): i ∈ NN} ∪ {(i+1, i+1): i ∈ NN}; together
with the surjection f fromW toW ′ defined as follows: f(2i) = 0 and f(2i+ 1) = i+ 1.
(v) The argument concerning the class of all McKinsey frames is similar. It suffices to consider the

frames F = (W,R) and F ′ = (W ′, R′) defined as follows (see also Figure 3): W = NN; R = {(i, i):
i ∈ NN} ∪ {(2i, 2i+1): i ∈ NN};W ′ = NN; R′ = {(i, i): i ∈ NN} ∪ {(i, i+1): i ∈ NN}; together with the
surjection f fromW toW ′ defined as follows: f(2i) = i and f(2i+ 1) = i+ 1.
(vi) The argument concerning the class of all converse well-founded frames is similar. It suffices to

consider the frames F = (W,R) and F ′ = (W ′, R′) defined as follows (see also Figure 1): W = NN;
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R = {(2i, 2i + 1): i ∈ NN};W ′ = NN; R′ = {(i, i + 1): i ∈ NN}; together with the surjection f fromW

toW ′ defined as follows: f(2i) = i and f(2i+ 1) = i+ 1.
(vii) The argument concerning the class of all 2-colourable frames is similar. It suffices to consider

the frames F = (W,R) and F ′ = (W ′, R′) defined as follows: W = {0, 1}; R = {(0, 1), (1, 0)};
W ′ = {0}; R′ = {(0, 0)}; together with the surjection f from W to W ′ defined as follows: f(0) = 0
and f(1) = 0.
(viii) The argument concerning the class of all non-Hamiltonian frames is similar. It suffices to consider

the frames F = (W,R) and F ′ = (W ′, R′) defined as follows: W = NN; R = {(i, i + 1): i ∈ NN};
W ′ = {0, 1}; R′ = {(0, 1), (1, 0)}; together with the surjection f from W to W ′ defined as follows:

f(i) = i mod 2. ⊓⊔

5. Finite models

This section introduces a variant of the technique of the filtration. This variant is used in next section

for proving results about the canonical model. See [3, 4, 5] for the proofs of the results Section 5.1 and

Section 5.2 contain.

5.1. Filtration models

Definition 5.1. (Filtrations)

LetM = (W,R, V ) be a model and BV ′ ⊆ BV be a set of Boolean variables. Let ≡BV ′ be the binary

relation on W such that for all x, y ∈ W , x ≡BV ′ y iff for all Boolean variables p ∈ BV ′, x ∈ V (p)
iff y ∈ V (p). Remark that ≡BV ′ is an equivalence relation onW such that for all x, y ∈ W , x ≡BV ′ y

iff for all terms A ∈ t(BV ′), x ∈ (A)V iff y ∈ (A)V . We denote the equivalence class of x ∈ W with

respect to ≡BV ′ by | x |BV ′ . If the modelM′ = (W ′, R′, V ′) is such that (i)W ′ = {| x |BV ′ : x ∈W},
(ii) for all x, y ∈ W , if xRy then | x |BV ′ R′ | y |BV ′ , (iii) for all x, y ∈ W , if | x |BV ′ R′ | y |BV ′

then for all terms A,B ∈ t(BV ′), if x ∈ (A)V and y ∈ (B)V then M |= AδB and (iv) for all Boolean

variables p ∈ BV ′, V ′(p) = {| x |BV ′ : x ∈ V (p)} then we say that M′ is a filtration of M through

BV ′.

Here, the first result is

Lemma 5.2. If BV ′ is finite then card({| x |BV ′ : x ∈W}) ≤ 2card(BV ′).

The next proposition duplicates the filtration theorem in modal logic.



Proposition 5.3. Let M = (W,R, V ) and M′ = (W ′, R′, V ′) be models and BV ′ ⊆ BV be a set of

Boolean variables. IfM′ is a filtration ofM through BV ′ then for all terms A ∈ t(BV ′), for all x ∈W

and for all formulas φ ∈ f(BV ′),

• x ∈ (A)V iff | x |BV ′∈ (A)V
′

and

• M |= φ iffM′ |= φ.

5.2. Finest filtration and coarsest filtration

Definition 5.4. (Finest and coarsest filtrations)

Let M = (W,R, V ) be a model and BV ′ ⊆ BV be a set of Boolean variables. As the reader is asked

to show, the model Mf = (W f , Rf , V f ) defined as follows: W f = {| x |BV ′ : x ∈ W}; for all
x, y ∈ W , | x |BV ′ Rf | y |BV ′ iff there exists z, t ∈ W such that x ≡BV ′ z, y ≡BV ′ t and zRt; for

all Boolean variables p ∈ BV ′, V f (p) = {| x |BV ′ : x ∈ V (p)}; and the model Mc = (W c, Rc, V c)
defined as follows: W c = {| x |BV ′ : x ∈ W}; for all x, y ∈ W , | x |BV ′ Rc | y |BV ′ iff for all terms

A,B ∈ t(BV ′), if x ∈ (A)V and y ∈ (B)V then M |= AδB; for all Boolean variables p ∈ BV ′,

V c(p) = {| x |BV ′ : x ∈ V (p)}; are filtrations of M through BV ′. We call Mf the finest filtration of

M through BV ′ andMc the coarsest filtration ofM through BV ′.

Here, the first result is

Proposition 5.5. Let M = (W,R, V ) and M′ = (W ′, R′, V ′) be models and BV ′ ⊆ BV be a set of

Boolean variables. IfM′ is a filtration ofM through BV ′ then for all x, y ∈W ,

• if | x |BV ′ Rf | y |BV ′ then | x |BV ′ R′ | y |BV ′ and

• if | x |BV ′ R′ | y |BV ′ then | x |BV ′ Rc | y |BV ′ .

The next proposition is about an analogue of the finite model property in modal logic.

Proposition 5.6. Let φ be a formula. If φ is satisfiable then there exists a finite modelM′ = (W ′, R′, V ′)
such that

• card(W ′) ≤ 2card(FV (φ)) and

• M′ |= φ.

5.3. New results about filtration models

In addition to the above results about filtration models, we have the following new result.

Proposition 5.7. LetM = (W,R, V ) be a model andBV ′ ⊆ BV be a set of Boolean variables. If BV ′

is finite then for all x, y ∈W , | x |BV ′ Rf | y |BV ′ iff | x |BV ′ Rc | y |BV ′ .

Proof:

Suppose BV ′ is finite. Let x ∈W and y ∈W .

If | x |BV ′ Rf | y |BV ′ then by Proposition 5.5, | x |BV ′ Rc | y |BV ′ .

If | x |BV ′ Rc | y |BV ′ then for all terms A,B ∈ t(BV ′), if x ∈ (A)V and y ∈ (B)V then M |= AδB.



Since BV ′ is finite, there exists a term Ax ∈ t(BV ′) such that for all z ∈ W , z ∈ (Ax)
V iff x ≡BV ′ z

and there exists a term By ∈ t(BV ′) such that for all t ∈ W , t ∈ (By)
V iff y ≡BV ′ t. Hence,

M |= AxδBy . Therefore, there exists z, t ∈W such that zRt, z ∈ (Ax)
V and t ∈ (By)

V . Consequently,

| x |BV ′ Rf | y |BV ′ . ⊓⊔

Hence, if BV ′ is finite then the finest filtration through BV ′ and the coarsest filtration through BV ′

coincide. Moreover,

Proposition 5.8. Let M = (W,R, V ) be a model, BV ′ ⊆ BV be a set of Boolean variables and

BV ′′ ⊆ BV be a set of Boolean variables. If BV ′ is finite and BV ′ ⊆ BV ′′ then the filtration of M
through BV ′ is a homomorphic image of any filtration ofM through BV ′′.

Proof:

Suppose BV ′ is finite and BV ′ ⊆ BV ′′. Let MBV ′

= (WBV ′

, RBV ′

, V BV ′

) be the filtration of M
through BV ′ and MBV ′′

= (WBV ′′

, RBV ′′

, V BV ′′

) be any filtration of M through BV ′′. Let f be the

surjection from WBV ′′

to WBV ′

defined as follows: f(| x |BV ′′) =| x |BV ′ . The reader may easily

verify that f is an homomorphism fromMBV ′′

toMBV ′

. ⊓⊔

6. Axiomatization and canonical model construction

This section introduces a variant of the technique of the canonical model. This variant is used in next

section for proving results about canonicity. See [3, 4, 5] for the proofs of the results Section 6.2 and

Section 6.3 contain.

6.1. Axiomatization

We first define the notion of logic for our language.

Definition 6.1. (Logics)

We shall say that a set of formulas is a logic iff it is closed under the following rules of inference:

• modus ponens: from φ and φ→ ψ infer ψ and

• substitution: from φ infer (φ)σ ,

it contains all instances of tautologies of the classical propositional logic, the theory of Boolean algebras

— i.e. all instances of axioms for non-degenerate Boolean algebras in terms of ≡— and all instances of

the following formulas:

• AδB → A 6≡ f ∧B 6≡ f ,

• (A ∪B)δC ↔ AδC ∨BδC and

• Aδ(B ∪ C) ↔ AδB ∨ AδC .

We will use L,M , N , etc, for logics.

Remark that for all classes C of frames, val(C) is a logic.



Definition 6.2. (Classes of frames defined by logics)

The class of (finite) frames defined by a logic L is the class of all (finite) frames F such that for all

formulas φ, if φ ∈ L then val(F , φ).

Obviously, the set of all logics is a partially ordered set with respect to set inclusion.

Definition 6.3. (Particular logics)

Seeing that the intersection of any collection of logics is again a logic and the closure under modus

ponens of the union of any collection of logics is again a logic, there exists a least logic, denoted Lmin,

and there exists a greatest logic, denoted Lmax. Note that Lmax is the set of all formulas. Of course, a

logic L is the set of all formulas iff there is a formula φ such that φ ∈ L and ¬φ ∈ L iff ⊥ ∈ L. A logic

L will be defined to be consistent iff ⊥ 6∈ L. For all formulas φ, let Lφ be the least logic containing φ.

6.2. Canonical model

Let x be a set of terms. x is said to be consistent iff for all non-negative integers n and for all terms

A1, . . . , An ∈ x, the formula A1 ∩ . . . ∩ An ≡ f is not derivable from the theory of Boolean algebras.

We shall say that x is maximal iff for all terms A, A ∈ x or −A ∈ x. Let L be a logic. We shall say

that a set of formulas is an L-theory iff it is closed under the rule of modus ponens and it contains L.

We will use Γ, ∆, Λ, etc, for L-theories. For all sets Σ of formulas, let L+ Σ be the set of all formulas

φ such that there exists a non-negative integer n and there exists formulas ψ1, . . . , ψn ∈ Σ such that

ψ1 ∧ . . .∧ψn → φ ∈ L. Obviously, L+Σ is the least L-theory containing Σ. Let us be clear that the set
of all L-theories is a partially ordered set with respect to set inclusion. The least L-theory is L and the

greatest L-theory is the set of all formulas. Let Γ be an L-theory. Of course, Γ is the set of all formulas

iff there is a formula φ such that φ ∈ Γ and ¬φ ∈ Γ iff ⊥ ∈ Γ. Γ will be defined to be consistent iff

⊥ 6∈ Γ. We shall say that Γ is maximal iff for all formulas φ, φ ∈ Γ or ¬φ ∈ Γ. Three lemmas support
the technique of the canonical model for L: the Lindenbaum’s lemma, the diamond lemma and the truth

lemma. The next lemma duplicates the Lindenbaum’s lemma in modal logic.

Lemma 6.4. Let Γ be a consistent L-theory. There exists a maximal consistent L-theory ∆ such that

Γ ⊆ ∆.

The next lemma duplicates the diamond lemma in modal logic.

Lemma 6.5. Let Γ be a maximal consistent L-theory. For all terms A,B,

• if A 6≡ f ∈ Γ then there exists a maximal consistent set x of terms such that A ∈ x and for all

terms A′, if A′ ∈ x then A′ 6≡ f ∈ Γ and

• if AδB ∈ Γ then there exists maximal consistent sets x, y of terms such that A ∈ x, B ∈ y and

for all terms A′, B′, if A′ ∈ x and B′ ∈ y then A′δB′ ∈ Γ.

Let Γ be a maximal consistent L-theory. The canonical model for Γ is the ordered triple MΓ =
(WΓ, RΓ, VΓ) where WΓ is the set of all maximal consistent sets x of terms such that for all terms

A, if A ∈ x then A 6≡ f ∈ Γ; RΓ is the binary relation on WΓ such that xRΓy iff for all terms A,B,

if A ∈ x and B ∈ y then AδB ∈ Γ; VΓ is the function assigning to each Boolean variable p the subset

VΓ(p) ofWΓ such that x ∈ VΓ(p) iff p ∈ x. The pair FΓ = (WΓ, RΓ) is called the canonical frame for
Γ. The next lemma duplicates the truth lemma in modal logic.



Lemma 6.6. For all terms A and for all formulas φ,

• x ∈ (A)VΓ iff A ∈ x and

• MΓ |= φ iff φ ∈ Γ.

The next result says that the frames of the filtrations of MΓ through finite sets of Boolean variables

validate L.

Proposition 6.7. Let Γ be a maximal consistent L-theory, M′ = (W ′, R′, V ′) be a model and BV ′ ⊆
BV be a set of Boolean variables. If BV ′ is finite and M′ is the filtration of MΓ through BV ′ then

val((W ′, R′), L).

6.3. Completeness

The key result concerning completeness is the following

Proposition 6.8. Let φ be a formula. If φ 6∈ L then there exists a finite frame F such that val(F , L) and
not val(F , φ).

By Proposition 6.8, it follows that every consistent logic is complete with respect to its class of finite

frames. As a result,

Proposition 6.9. The logics obtained by adding to Lmin the following formulas are complete with

respect to the associated classes of frames: (i) p 6≡ f → pδp (the class of all reflexive frames),

(ii) p 6≡ f → pδt (the class of all serial frames), (iii) pδq → pδr ∨ −rδq (the class of all dense frames),
(iv) p 6≡ f∧−p 6≡ f → pδ−p (the class of all connected frames), (v) (p∪q) ≡ t∧(p∩q) ≡ f → pδp∨qδq
(the class of all non-2-colourable frames) and (vi) (p ∩ −q) 6≡ f → pδ − q ∨ qδ − q (the class of all

looping frames).

7. Canonicity

This section introduces and studies the concept of canonicity.

7.1. Preliminary discussion

Let L be a logic. If L is consistent then ⊥ 6∈ L. Hence, L is a consistent L-theory. By Lemma 6.4,

there exists a maximal consistent L-theory Γ such that L ⊆ Γ. Let MΓ = (WΓ, RΓ, VΓ) be the

canonical model for Γ and M′ = (W ′, R′, V ′) be the filtration of MΓ through ∅. By Proposition 6.7,
val((W ′, R′), L). Let ∆ = {φ: φ is a formula such that M′ |= φ}. Obviously, ∆ is a maximal consis-

tent L-theory. Let M∆ = (W∆, R∆, V∆) be the canonical model for ∆. The reader may easily verify

that W ′ contains exactly one possible world, say x′, and W∆ contains exactly one possible world, say

x∆. Moreover, x′R′x′ iff x∆R∆x∆. Consequently, (W
′, R′) is isomorphic to the canonical frame for

∆. Hence, ∆ is a maximal consistent L-theory such that (W ′, R′) is isomorphic to the canonical frame
for ∆. It follows immediately from the above discussion that for all consistent logics L, there exists a

maximal consistent L-theory Γ such that val(FΓ, L).



Definition 7.1. (Canonical logics)

Let L be a logic. L is said to be canonical iff for all maximal consistent L-theories Γ, val(FΓ, L).

In order to prove the completeness of a logic with respect to the class of all its canonical frames, the

concept of canonicity is essential. More precisely,

Proposition 7.2. Let L be a logic. If L is canonical then L is complete with respect to the class of all its

canonical frames.

Proof:

Suppose L is canonical. Let φ be a formula such that φ 6∈ L. By Lemma 6.4, there exists a maximal

consistent L-theory Γ such that φ 6∈ Γ. Since L is canonical, val(FΓ, L). Since φ 6∈ Γ, by Lemma 6.6,
not val(FΓ, φ). ⊓⊔

However, there are non-canonical logics. See Section 7.3 for examples of such non-canonical logics.

7.2. Examples of canonical logics

What about the concept of canonicity defined above? Let us try to develop some intuitions concerning it

by considering a number of examples of canonical logics. Consider Lmin, the least logic. Since Lmin is

valid in all frames, Lmin is canonical. In other respect,

Proposition 7.3. The following logics are canonical:

• val(Cref ) where Cref is the class of all reflexive frames,

• val(Cser) where Cser is the class of all serial frames and

• val(Cden) where Cden is the class of all dense frames.

Proof:

Reflexive frames. Let Lref be the logic obtained by adding to Lmin the formula p 6≡ f → pδp. By

Proposition 6.9, val(Cref ) = Lref . Let Γ be a maximal consistent Lref -theory. By Proposition 4.3, it

remains to show that the canonical frame FΓ = (WΓ, RΓ) for Γ is reflexive. Let x ∈ WΓ. For all terms

A,B, if A ∈ x and B ∈ x then A ∩ B ∈ x. Hence, (A ∩ B) 6≡ f ∈ Γ. Therefore, using the axiom
(A ∩B) 6≡ f → (A ∩B)δ(A ∩B), (A ∩B)δ(A ∩B) ∈ Γ. Consequently, AδB ∈ Γ. Thus, xRΓx.

Serial frames. Let Lser be the logic obtained by adding to Lmin the formula p 6≡ f → pδt. By

Proposition 6.9, val(Cser) = Lser. Let Γ be a maximal consistent Lser-theory. By Proposition 4.3, it

remains to show that the canonical frame FΓ = (WΓ, RΓ) for Γ is serial. Let x ∈ WΓ. Consider an

enumeration A0, A1, . . . of all terms A such that A ∈ x and an enumeration B0, B1, . . . of all terms.

Hence, for all non-negative integers n, A0 ∩ . . . ∩ An ∈ x. Therefore, (A0 ∩ . . . ∩ An) 6≡ f ∈ Γ.
Consequently, using the axiom (A0 ∩ . . . ∩ An) 6≡ f → (A0 ∩ . . . ∩ An)δt, (A0 ∩ . . . ∩ An)δt ∈ Γ.

Thus, there exists a sequence (βn0 , . . . , β
n
n) in {0, 1}

⋆ such that (A0∩ . . .∩An)δ(B
βn

0

0 ∩ . . .∩B
βn

n

n ) ∈ Γ.
By König’s infinity lemma for trees, there exists a sequence (β0, β1, . . .) in {0, 1}

ω such that for all non-

negative integers n, (A0 ∩ . . . ∩An)δ(B
β0

0 ∩ . . . ∩Bβn

n ) ∈ Γ. Let y = {Bβ0

0 , B
β1

1 , . . .}. The reader may
easily demonstrate that y ∈WΓ and xRΓy.



Dense frames. Let Lden be the logic obtained by adding to Lmin the formula pδq → pδr ∨ −rδq. By
Proposition 6.9, val(Cden) = Lden. Let Γ be a maximal consistent Lden-theory. By Proposition 4.3,

it remains to show that the canonical frame FΓ = (WΓ, RΓ) for Γ is dense. Let x ∈ WΓ and y ∈
WΓ be such that xRΓy. Consider an enumeration A0, A1, . . . of all terms A such that A ∈ x, an

enumeration B0, B1, . . . of all terms B such that B ∈ y and an enumeration C0, C1, . . . of all terms.

Hence, for all non-negative integers n, A0 ∩ . . . ∩ An ∈ x and B0 ∩ . . . ∩ Bn ∈ y. Therefore, (A0 ∩
. . . ∩ An)δ(B0 ∩ . . . ∩ Bn) ∈ Γ. Let S0 be the set of all sequences (γn0 , . . . , γ

n
n) in {0, 1}⋆ such that

(A0 ∩ . . .∩An)δ(C
γn

0

0 ∩ . . .∩C
γn

n

n ) 6∈ Γ and S1 be the set of all sequences (γn0 , . . . , γ
n
n) in {0, 1}

⋆ such

that (A0∩. . .∩An)δ(C
γn

0

0 ∩. . .∩C
γn

n

n ) ∈ Γwhere C0 = −C and C1 = C for every termC . As the reader

is asked to show, −
⋃
{C

γn

0

0 ∩ . . . ∩C
γn

n

n : (γn0 , . . . , γ
n
n) ∈ S0}δ(B0 ∩ . . . ∩Bn) →

⋃
{C

γn

0

0 ∩ . . . ∩C
γn

n

n :

(γn0 , . . . , γ
n
n) ∈ S1}δ(B0 ∩ . . . ∩ Bn) ∈ Γ. Since (A0 ∩ . . . ∩ An)δ(B0 ∩ . . . ∩ Bn) ∈ Γ, using the

axiom (A0 ∩ . . . ∩ An)δ(B0 ∩ . . . ∩ Bn) → (A0 ∩ . . . ∩ An)δ
⋃
{C

γn

0

0 ∩ . . . ∩ C
γn

n

n : (γn0 , . . . , γ
n
n) ∈

S0}∨−
⋃
{C

γn

0

0 ∩ . . .∩C
γn

n

n : (γn0 , . . . , γ
n
n) ∈ S0}δ(B0∩ . . .∩Bn), (A0∩ . . .∩An)δ

⋃
{C

γn

0

0 ∩ . . .∩C
γn

n

n :

(γn0 , . . . , γ
n
n) ∈ S0} ∈ Γ or−

⋃
{C

γn

0

0 ∩ . . .∩C
γn

n

n : (γn0 , . . . , γ
n
n) ∈ S0}δ(B0∩ . . .∩Bn) ∈ Γ. Obviously,

(A0 ∩ . . . ∩An)δ
⋃
{C

γn

0

0 ∩ . . . ∩C
γn

n

n : (γn0 , . . . , γ
n
n) ∈ S

0} 6∈ Γ. Consequently, −
⋃
{C

γn

0

0 ∩ . . . ∩C
γn

n

n :

(γn0 , . . . , γ
n
n) ∈ S0}δ(B0 ∩ . . . ∩ Bn) ∈ Γ. Since −

⋃
{C

γn

0

0 ∩ . . . ∩ C
γn

n

n : (γn0 , . . . , γ
n
n) ∈ S0}δ(B0 ∩

. . . ∩ Bn) →
⋃
{C

γn

0

0 ∩ . . . ∩ C
γn

n

n : (γn0 , . . . , γ
n
n) ∈ S1}δ(B0 ∩ . . . ∩ Bn) ∈ Γ,

⋃
{C

γn

0

0 ∩ . . . ∩ C
γn

n

n :

(γn0 , . . . , γ
n
n) ∈ S1}δ(B0 ∩ . . . ∩ Bn) ∈ Γ. Thus, there exists a sequence (γn0 , . . . , γ

n
n) in {0, 1}⋆ such

that (A0 ∩ . . . ∩An)δ(C
γn

0

0 ∩ . . . ∩C
γn

n

n ) ∈ Γ and (C
γn

0

0 ∩ . . . ∩C
γn

n

n )δ(B0 ∩ . . .∩Bn) ∈ Γ. By König’s
infinity lemma for trees, there exists a sequence (γ0, γ1, . . .) in {0, 1}ω such that for all non-negative

integers n, (A0 ∩ . . . ∩ An)δ(C
γ0
0 ∩ . . . ∩ Cγn

n ) ∈ Γ and (Cγ0
0 ∩ . . . ∩Cγn

n )δ(B0 ∩ . . . ∩Bn)δ ∈ Γ. Let
z = {Cγ0

0 , C
γ1
1 , . . .}. The reader may easily demonstrate that z ∈WΓ, xRΓz and zRΓy. ⊓⊔

We will see in Section 8 that Proposition 7.3 is an immediate consequence of the more general result

stated in Proposition 8.2.

7.3. Examples of non-canonical logics

Now, we consider a number of examples of non-canonical logics. Let p0, p1, . . . be an enumeration of

BV . For all non-negative integers n and for all sequences ~α = (α0, . . . , αn) in {0, 1}⋆, let τ(~α) =
pα0

0 ∩ . . .∩ pαn

n where p0 = −p and p1 = p for every Boolean variable p, | ~α |= n, ⌊~α⌋ = α0 . . . αn and

⌈~α⌉ = αn . . . α0, i.e. the non-negative integers represented by α0, . . ., αn and αn, . . ., α0 in the binary

system.

Proposition 7.4. The following logic is not canonical:

• val(Ccon) where Ccon is the class of all connected frames.

Proof:

Let Lcon be the logic obtained by adding to Lmin the formula p 6≡ f ∧ −p 6≡ f → pδ − p. By

Proposition 6.9, val(Ccon) = Lcon. Let n be a non-negative integer. We consider the set Σn of formulas

defined as follows:



• Σn = {τ(~α)δτ(~β): ~α is a sequence in {0, 1}⋆ and ~β is a sequence in {0, 1}⋆ such that | ~α |= n,

| ~β |= n and | ⌊~α⌋ − ⌊~β⌋ |≤ 1} ∪ {τ(~α)δ̄τ(~β): ~α is a sequence in {0, 1}⋆ and ~β is a sequence in

{0, 1}⋆ such that | ~α |= n, | ~β |= n and | ⌊~α⌋ − ⌊~β⌋ |> 1}.

We consider the frame Fn = (Wn, Rn) defined as follows:

• Wn is the set of all sequences ~α in {0, 1}⋆ such that | ~α |= n,

• Rn is the binary relation onWn such that ~αRn
~β iff | ⌊~α⌋ − ⌊~β⌋ |≤ 1

and the valuation Vn based on Fn defined as follows:

• Vn is the function assigning to each Boolean variable p the subset Vn(p) ofWn such that ~α ∈ Vn(p)
iff there exists a non-negative integer k such that k ≤ n, p = pk and αk = 1.

Note that W0 = {(0), (1)}, W1 = {(0, 0), (0, 1), (1, 0), (1, 1)} and W2 = {(0, 0, 0), (0, 0, 1), (0, 1, 0),
(0, 1, 1), (1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)}.

Lemma 7.5. val(Fn, Lcon).

Proof:

It suffices to remark that Fn is connected. ⊓⊔

Lemma 7.6. (Fn, Vn) |=
⋃
{Σi: i is a non-negative integer such that i ≤ n}.

Proof:

Consider a non-negative integer i such that i ≤ n.

Let τ(~α)δτ(~β) be a formula in Σi. Hence, ~α is a sequence in {0, 1}⋆ and ~β is a sequence in {0, 1}⋆ such
that | ~α |= i, | ~β |= i and | ⌊~α⌋ − ⌊~β⌋ |≤ 1. Therefore, there exists sequences ~α′, ~β′ in {0, 1}⋆ such that
| ~α′ |= n, | ~β′ |= n, | ⌊~α′⌋ − ⌊~β′⌋ |≤ 1, (α′

0, . . . , α
′
i) = (α0, . . . , αi) and (β′0, . . . , β

′
i) = (β0, . . . , βi).

Thus, (Fn, Vn) |= τ(~α)δτ(~β).
Let τ(~α)δ̄τ(~β) be a formula in Σi. Hence, ~α is a sequence in {0, 1}⋆ and ~β is a sequence in {0, 1}⋆ such
that | ~α |= i, | ~β |= i and | ⌊~α⌋ − ⌊~β⌋ |> 1. Therefore, for all sequences ~α′, ~β′ in {0, 1}⋆, if | ~α′ |= n,

| ~β′ |= n and | ⌊~α′⌋−⌊~β′⌋ |≤ 1 then (α′
0, . . . , α

′
i) 6= (α0, . . . , αi) or (β

′
0, . . . , β

′
i) 6= (β0, . . . , βi). Thus,

(Fn, Vn) |= τ(~α)δ̄τ(~β). ⊓⊔

Let Σ =
⋃
{Σn: n is a non-negative integer}.

Lemma 7.7. Lcon +Σ is a consistent Lcon-theory.

Proof:

By Lemma 7.5 and Lemma 7.6. ⊓⊔

By Lemma 6.4, there exists a maximal consistent Lcon-theory ∆ such that Σ ⊆ ∆. By Proposition 4.3,

it remains to show that the canonical frame F∆ = (W∆, R∆) for ∆ is not connected. Suppose F∆ is

connected. The reader may easily verify that for all non-negative integers n, p00 ∩ . . . ∩ p
0
n 6≡ f ∈ ∆

and p10 ∩ . . . ∩ p
1
n 6≡ f ∈ ∆. Hence, there exists x0 ∈ W∆ such that {p00, p

0
1, . . .} ⊆ x0 and there exists



x1 ∈ W∆ such that {p10, p
1
1, . . .} ⊆ x1. Obviously, x0 6= x1. Since F∆ is connected, there exists a

positive integer N and there exists a sequence (z0, . . . , zN ) inW∆ such that z0 = x0, zN = x1 and for

all positive integers k, if k ≤ N then zk−1R∆zk. Let n be a non-negative integer such that 2
n+1−1 > N

and k be a non-negative integer such that k ≤ N . Consider the sequence ~αk = (αk
0 , . . . , α

k
n) in {0, 1}⋆

such that for all non-negative integers i, if i ≤ n then

• if pi 6∈ zk then α
k
i = 0 else αk

i = 1.

Therefore, for all positive integers k, if k ≤ N then τ(~αk−1) ∈ zk−1 and τ(~α
k) ∈ zk. Since zk−1R∆zk,

τ(~αk−1)δτ(~αk) ∈ ∆. Consequently, τ(~αk−1)δτ(~αk) ∈ Σn. Thus, | ⌊~α
k−1⌋ − ⌊~αk⌋ |≤ 1. Hence,

• ⌊~α1⌋ ≤ ⌊~α0⌋+ 1,

• . . .,

• ⌊~αN⌋ ≤ ⌊~αN−1⌋+ 1.

Since ⌊~α0⌋ = 0 and ⌊~αN⌋ = 2n+1 − 1, 2n+1 − 1 ≤ N : a contradiction. ⊓⊔

Proposition 7.8. The following logic is not canonical:

• val(Cn2c) where Cn2c is the class of all non-2-colourable frames.

Proof:

Let Ln2c be the logic obtained by adding to Lmin the formula (p∪q) ≡ t∧ (p∩q) ≡ f → pδp∨qδq. By
Proposition 6.9, val(Cn2c) = Ln2c. Let n be a non-negative integer. We consider the set Σn of formulas

defined as follows:

• Σn = {φ: φ is a formula such that FV (φ) ⊆ {p0, . . . , pn} and (Fn, Vn) |= φ}

where Fn = (Wn, Rn) is the frame defined as follows:

• Wn = {a0, a1} ∪ {2− n, . . . , 0} ∪ {1} ∪ {2, . . . , n},

• Rn is the binary relation onWn such that xRny iff one of the following conditions is satisfied:

– {x, y} = {a0, a1},

– n ≤ 1 and {x, y} = {a0, 1},

– n ≤ 1 and {x, y} = {a1, 1},

– n ≥ 2 and {x, y} = {a0, n},

– n ≥ 2 and {x, y} = {a1, 2 − n},

– n ≥ 2, x ∈ {2− n, . . . , 0} ∪ {1} ∪ {2, . . . , n}, y ∈ {2− n, . . . , 0} ∪ {1} ∪ {2, . . . , n} and
one of the following conditions is satisfied:

∗ x 6∈ {2− n, n}, y 6∈ {2− n, n} and xRn−1y,

∗ x = 2− n, y 6∈ {2− n, n} and a0Rn−1y,

∗ x = n, y 6∈ {2 − n, n} and a1Rn−1y,



∗ x 6∈ {2− n, n}, y = 2− n and xRn−1a
0,

∗ x 6∈ {2− n, n}, y = n and xRn−1a
1

and Vn is the valuation based on Fn defined as follows:

• Vn is the function assigning to each Boolean variable p the subset Vn(p) ofWn such that x ∈ Vn(p)
iff one of the following conditions is satisfied:

– x = a0 and there exists a non-negative integer k such that k ≤ n and p = pk,

– n ≥ 2, x ∈ {2− n, . . . , 0} and there exists a non-negative integer k such that k ≤ n, p = pk
and k 6= 2− x,

– x = 1 and there exists a non-negative integer k such that k ≤ n, p = pk and k 6= 1,

– n ≥ 2, x ∈ {2, . . . , n} and there exists a non-negative integer k such that k ≤ n, p = pk and

k ≥ x.

Note thatW0 = {a0, a1, 1},W1 = {a0, a1, 1} andW2 = {a0, a1, 0, 1, 2}.

Lemma 7.9. val(Fn, Ln2c).

Proof:

It suffices to remark that Fn is non-2-colourable. ⊓⊔

Lemma 7.10. (Fn, Vn) |=
⋃
{Σi: i is a non-negative integer such that i ≤ n}.

Proof:

Consider a non-negative integer i such that i ≤ n. Let φ be a formula in Σi. Hence, φ is a formula such

that FV (φ) ⊆ {p0, . . . , pi} and (Fi, Vi) |= φ. Now, we consider the binary relation Z betweenWi and

Wn defined as follows:

• Z = {(xi, xn): xi ∈ Wi and xn ∈ Wn are such that for all non-negative integers k, if k ≤ i then

xi ∈ Vi(pk) iff xn ∈ Vn(pk)}.

The reader may easily verify that Z is a bisimulation between (Fi, Vi) and (Fn, Vn) if one restricts the
language to {p0, . . . , pi}. Therefore, by Proposition 3.5, (Fn, Vn) |= φ. ⊓⊔

Let Σ =
⋃
{Σn: n is a non-negative integer}.

Lemma 7.11. Ln2c +Σ is a consistent Ln2c-theory.

Proof:

By Lemma 7.9 and Lemma 7.10. ⊓⊔

By Lemma 6.4, there exists a maximal consistent Ln2c-theory ∆ such that Σ ⊆ ∆. By Proposition 4.3,

it remains to show that the canonical frame F∆ = (W∆, R∆) for ∆ is 2-colourable. Let F = (W,R) be
the frame defined as follows:



• W = {a0, a1} ∪ {. . . , 0} ∪ {1} ∪ {2, . . .},

• R is the binary relation onW such that xRy iff one of the following conditions is satisfied:

– {x, y} = {a0, a1},

– x ∈ {. . . , 0} ∪ {1} ∪ {2, . . .}, y ∈ {. . . , 0} ∪ {1} ∪ {2, . . .} and there exists a non-negative
integer n such that xRny

and V be the valuation based on F defined as follows:

• V is the function assigning to each Boolean variable p the subset V (p) ofW such that x ∈ V (p)
iff one of the following conditions is satisfied:

– x = a0 and there exists a non-negative integer k such that p = pk,

– x ∈ {. . . , 0} and there exists a non-negative integer k such that p = pk and k 6= 2− x,

– x = 1 and there exists a non-negative integer k such that p = pk and k 6= 1,

– x ∈ {2, . . .} and there exists a non-negative integer k such that p = pk and k ≥ x.

Obviously, F is 2-colourable. Now, we consider the function f fromW∆ toW defined as follows:

• f(x∆) = x iff for all non-negative integers k, x∆ ∈ V∆(pk) iff x ∈ V (pk).

The reader may easily verify that f is an isomorphism from F∆ to F . Since F is 2-colourable, F∆ is

2-colourable. ⊓⊔

Proposition 7.12. The following logic is not canonical:

• val(Cloo) where Cloo is the class of all looping frames.

Proof:

Let Lloo be the logic obtained by adding to Lmin the formula (p ∩ −q) 6≡ f → pδ − q ∨ qδ − q. By

Proposition 6.9, val(Cloo) = Lloo. Let n be a non-negative integer. We consider the set Σn of formulas

defined as follows:

• Σn = {τ(~α)δτ(~β): ~α is a sequence in {0, 1}⋆ and ~β is a sequence in {0, 1}⋆ such that | ~α |= n,

| ~β |= n and ⌈~α⌉ + 1 = ⌈~β⌉ mod 2n+1} ∪ {τ(~α)δ̄τ(~β): ~α is a sequence in {0, 1}⋆ and ~β is a

sequence in {0, 1}⋆ such that | ~α |= n, | ~β |= n and ⌈~α⌉+ 1 6= ⌈~β⌉mod 2n+1}.

We consider the frame Fn = (Wn, Rn) defined as follows:

• Wn is the set of all sequences ~α in {0, 1}⋆ such that | ~α |= i for some non-negative integer i such

that i ≤ n,

• Rn is the binary relation onWn such that ~αRn
~β iff | ~α |= i, | ~β |= i and ⌈~α⌉+1 = ⌈~β⌉mod 2i+1

for some non-negative integer i such that i ≤ n

and the valuation Vn based on Fn defined as follows:



• Vn is the function assigning to each Boolean variable p the subset Vn(p) ofWn such that ~α ∈ Vn(p)
iff | ~α |= i and there exists a non-negative integer k such that k ≤ i, p = pk and αk = 1 for some
non-negative integer i such that i ≤ n.

Note that W0 = {(0), (1)}, W1 = {(0), (1), (0, 0), (0, 1), (1, 0), (1, 1)} and W2 = {(0), (1), (0, 0), (0,
1), (1, 0), (1, 1), (0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1), (1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)}.

Lemma 7.13. val(Fn, Lloo).

Proof:

It suffices to remark that Fn is looping. ⊓⊔

Lemma 7.14. (Fn, Vn) |=
⋃
{Σi: i is a non-negative integer such that i ≤ n}.

Proof:

Consider a non-negative integer i such that i ≤ n.

Let τ(~α)δτ(~β) be a formula in Σi. Hence, ~α is a sequence in {0, 1}⋆ and ~β is a sequence in {0, 1}⋆ such
that | ~α |= i, | ~β |= i and ⌈~α⌉+ 1 = ⌈~β⌉mod 2i+1. Since i ≤ n, (Fn, Vn) |= τ(~α)δτ(~β).
Let τ(~α)δ̄τ(~β) be a formula in Σi. Hence, ~α is a sequence in {0, 1}⋆ and ~β is a sequence in {0, 1}⋆ such
that | ~α |= i, | ~β |= i and ⌈~α⌉+ 1 6= ⌈~β⌉mod 2i+1. Since i ≤ n, (Fn, Vn) |= τ(~α)δ̄τ(~β). ⊓⊔

Let Σ =
⋃
{Σn: n is a non-negative integer}.

Lemma 7.15. Lloo +Σ is a consistent Lloo-theory.

Proof:

By Lemma 7.13 and Lemma 7.14. ⊓⊔

By Lemma 6.4, there exists a maximal consistent Lloo-theory ∆ such that Σ ⊆ ∆. By Proposition 4.3,

it remains to show that the canonical frame F∆ = (W∆, R∆) for ∆ is not looping. Suppose F∆ is

looping. Let x ∈W∆. Since F∆ is looping, there exists a positive integer N and there exists a sequence

(y0, . . . , yN ) inW∆ such that y0 = x, yN = x and for all positive integers k, if k ≤ N then yk−1R∆yk.

Let n be a non-negative integer such that N < 2n+1 and k be a non-negative integer such that k ≤ N .

Consider the sequence ~αk = (αk
0 , . . . , α

k
n) in {0, 1}⋆ such that for all non-negative integers i, if i ≤ n

then

• if pi 6∈ yk then α
k
i = 0 else αk

i = 1.

Therefore, for all positive integers k, if k ≤ N then τ(~αk−1) ∈ yk−1 and τ(~α
k) ∈ yk. Since yk−1R∆yk,

τ(~αk−1)δτ(~αk) ∈ ∆. Consequently, τ(~αk−1)δτ(~αk) ∈ Σn. Thus, ⌈~α
k−1⌉ + 1 = ⌈~αk⌉ mod 2n+1.

Hence,

• ⌈~α0⌉+ 1 = ⌈~α1⌉mod 2n+1,

• . . .,

• ⌈~αN−1⌉+ 1 = ⌈~αN ⌉mod 2n+1.

Since ⌈~α0⌉ = ⌈~αN⌉, N = 0mod 2n+1. Since N < 2n+1, N = 0: a contradiction. ⊓⊔



8. Compatible formulas

Now, we introduce the concept of compatible formula.

Definition 8.1. (Compatible formulas)

Let L be a logic and φ be a formula. We shall say that φ is compatible with L iff there exists a positive

first-order formula α(u1, . . . , uk) in L1(∅) and there exists a quantifier-free positive first-order formula
β(u1, . . . , uk, v1, . . . , vl) in L1(∅) such that for all frames F , if val(F , L) then val(F , φ) iff F |=
∀u1 . . . ∀uk(α(u1, . . . , uk) → ∃v1 . . . ∃vlβ(u1, . . . , uk, v1, . . . , vl)).

Take the case of the formulas p 6≡ f → pδp and pδq → pδr ∨ −rδq. They are compatible with

Lmin because according to Proposition 4.3, they correspond to the first-order sentences ∀uRδ(u, u) and
∀u∀v(Rδ(u, v) → ∃w(Rδ(u,w) ∧ Rδ(w, v))) within the class of all frames. Nevertheless, we still do
not know if the following decision problem is decidable:

input: a formula φ,

output: determine whether φ is compatible with Lmin.

Our conjecture is that the above decision problem is undecidable. Now, let us prove the

Proposition 8.2. Let L be a logic and Φ be a set of formulas such that for all φ ∈ Φ, φ is compatible

with L. If L is canonical then LΦ is canonical.

Proof:

Suppose L is canonical and LΦ is not canonical. Since LΦ is not canonical, there exists a maxi-

mal consistent LΦ-theory Γ such that not val(FΓ, LΦ). Hence, not val(FΓ, L) or not val(FΓ,Φ).
Since Γ is a maximal consistent LΦ-theory, Γ is a maximal consistent L-theory. Since L is canoni-

cal, val(FΓ, L). Since not val(FΓ, L) or not val(FΓ,Φ), not val(FΓ,Φ). Thus, there exists φ ∈ Φ
such that not val(FΓ, φ). Since φ ∈ Φ, φ is compatible with L. Therefore, there exists a positive

first-order formula α(u1, . . . , uk) in L1(∅) and there exists a quantifier-free positive first-order for-

mula β(u1, . . . , uk, v1, . . . , vl) in L1(∅) such that for all frames F , if val(F , L) then val(F , φ) iff
F |= ∀u1 . . . ∀uk(α(u1, . . . , uk) → ∃v1 . . . ∃vlβ(u1, . . . , uk, v1, . . . , vl)). Since val(FΓ, L) and not

val(FΓ, φ), FΓ 6|= ∀u1 . . . ∀uk(α(u1, . . . , uk) → ∃v1 . . . ∃vlβ(u1, . . . , uk, v1, . . . , vl)). Consequently,
there exists x1, . . . , xk in WΓ such that FΓ 6|= α(u1, . . . , uk) → ∃v1 . . . ∃vlβ(u1, . . . , uk, v1, . . . , vl)
[x1, . . . , xk]. Hence, FΓ |= α(u1, . . . , uk)[x1, . . . , xk] and FΓ 6|= ∃v1 . . . ∃vlβ(u1, . . . , uk, v1, . . . , vl)
[x1, . . . , xk]. Now, take a non-negative integer n. Let Mn

Γ = (W n
Γ , R

n
Γ, V

n
Γ ) be the filtration of

MΓ = (WΓ, RΓ, VΓ) through BVn = {p0, . . . , pn−1} and F
n
Γ = (W n

Γ , R
n
Γ) be the corresponding frame.

By Proposition 5.8, Fn
Γ is a homomorphic image of FΓ. To see this, it suffices to take BV

′ = BVn and

BV ′′ = BV for the sets of Boolean variables considered in Proposition 5.8. Since α(u1, . . . , uk) is a
positive first-order formula such that FΓ |= α(u1, . . ., uk)[x1, . . . , xk], F

n
Γ |= α(u1, . . . , uk)[| x1 |BVn

,

. . . , | xk |BVn
]. To see this, it suffices to reason by induction on α(u1, . . . , uk). Since Γ is a maxi-

mal consistent LΦ-theory, by Proposition 6.7, val(Fn
Γ , LΦ). Thus, val(F

n
Γ , L) and val(F

n
Γ ,Φ). Since

val(Fn
Γ , L) and for all frames F , if val(F , L) then val(F , φ) iff F |= ∀u1 . . . ∀uk(α(u1, . . . , uk) →

∃v1 . . . ∃vlβ(u1, . . ., uk, v1, . . . , vl)), val(F
n
Γ , φ) iff F

n
Γ |= ∀u1 . . . ∀uk(α(u1, . . ., uk) → ∃ v1 . . .

∃vlβ(u1, . . ., uk, v1, . . ., vl)). Since val(F
n
Γ ,Φ) and φ ∈ Φ, val(Fn

Γ , φ). Since val(F
n
Γ , φ) iff F

n
Γ |=



∀u1 . . . ∀uk(α(u1, . . . , uk) → ∃v1 . . . ∃vlβ(u1, . . . , uk, v1, . . . , vl)), F
n
Γ |= ∀u1 . . . ∀uk(α(u1, . . ., uk)

→ ∃v1 . . . ∃vlβ(u1, . . . , uk, v1, . . . , vl)). Therefore, F
n
Γ |= α(u1, . . . , uk) → ∃v1 . . . ∃vlβ(u1, . . . , uk,

v1, . . . , vl)[| x1 |BVn
, . . . , | xk |BVn

]. Since Fn
Γ |= α(u1, . . . , uk)[| x1 |BVn

, . . . , | xk |BVn
], Fn

Γ |=
∃v1 . . . ∃vlβ(u1, . . . , uk, v1, . . . , vl)[| x1 |BVn

, . . . , | xk |BVn
]. Consequently, there exists yn1 , . . . , y

n
l in

WΓ such that Fn
Γ |= β(u1, . . . , uk, v1, . . . , vl)[| x1 |BVn

, . . . , | xk |BVn
, | yn1 |BVn

, . . . , | ynl |BVn
].

To summarize, we have shown that for all non-negative integers n, Fn
Γ |= β(u1, . . . , uk, v1, . . . , vl)[|

x1 |BVn
, . . . , | xk |BVn

, | yn1 |BVn
, . . . , | ynl |BVn

]. By Proposition 5.8, Fn
Γ is a homomorphic image

of Fn+1
Γ . To see this, it suffices to take BV ′ = BVn and BV ′′ = BVn+1 for the sets of Boolean

variables considered in Proposition 5.8. Since β(u1, . . . , uk, v1, . . . , vl) is a positive first-order formula
such that for all non-negative integers n, Fn

Γ |= β(u1, . . . , uk, v1, . . . , vl)[| x1 |BVn
, . . . , | xk |BVn

, |
yn1 |BVn

, . . . , | ynl |BVn
], (⋆) for all non-negative integers n, Fn

Γ |= β(u1, . . . , uk, v1, . . . , vl)[| x1 |BVn
,

. . . , | xk |BVn
, | yn+1

1 |BVn
, . . . , | yn+1

l |BVn
]. To see this, it suffices to reason by induction on

β(u1, . . . , uk, v1, . . . , vl). Let Tl be the tree defined as follows:
(i) the root of Tl is labelled by the l-tuple (ǫ, . . . , ǫ) where ǫ denotes the 0-tuple of bits and
(ii) the successors of a node of Tl at depth n labelled by the l-tuple ((b1,0, . . . , b1,n−1), . . . , (bl,0, . . . ,
bl,n−1)) of n-tuples of bits are the 2l nodes of Tl at depth n + 1 labelled by the l-tuple ((b1,0, . . . ,
b1,n−1, b1,n), . . . , (bl,0, . . . , bl,n−1, bl,n)) of (n + 1)-tuples of bits. By definition, remark that Tl is in-

finite and finitely branching. Let T ′
l be the least rooted subtree of Tl containing for all non-negative

integers n, the nodes of Tl at depth n corresponding to all possible l-tuples yn1 , . . . , y
n
l . By (⋆), re-

mark that T ′
l is infinite and finitely branching. By König’s Infinity Lemma for Trees [30, Chapter 1],

T ′
l has an infinite branch. Let y1, . . . , yl be the elements in WΓ corresponding to this infinite branch.

Let n be a non-negative integer such that the restriction Fn,⋆
Γ = (W n,⋆

Γ , R
n,⋆
Γ ) of Fn

Γ to {| x1 |BVn
,

. . . , | xk |BVn
, | y1 |BVn

, . . . , | yl |BVn
} is isomorphic to the restriction F⋆

Γ = (W ⋆
Γ , R

⋆
Γ) of FΓ to

{x1, . . . , xk, y1, . . . , yl}. By construction, | y1 |BVn
=| yn1 |BVn

, . . ., | yl |BVn
=| ynl |BVn

. Since

Fn
Γ |= β(u1, . . . , uk, v1, . . . , vl)[| x1 |BVn

, . . . , | xk |BVn
, | yn1 |BVn

, . . . , | ynl |BVn
], Fn

Γ |= β(u1, . . .,
uk, v1, . . . , vl)[| x1 |BVn

, . . . , | xk |BVn
, | y1 |BVn

, . . . , | yl |BVn
]. Since β(u1, . . . , uk, v1, . . . , vl) is a

quantifier-free first-order formula, Fn,⋆
Γ |= β(u1, . . . , uk, v1, . . . , vl)[| x1 |BVn

, . . . , | xk |BVn
, | y1 |BVn

,

. . . , | yl |BVn
]. To see this, it suffices to reason by induction on β(u1, . . . , uk, v1, . . . , vl). Since F

n,⋆
Γ is

isomorphic toF⋆
Γ,F

⋆
Γ |= β(u1, . . . , uk, v1, . . . , vl)[x1, . . . , xk, y1, . . . , yl]. Since β(u1, . . . , uk, v1, . . . ,vl)

is a quantifier-free first-order formula, FΓ |= β(u1, . . . , uk, v1, . . . , vl)[x1, . . . , xk, y1, . . . , yl]. To see
this, it suffices to reason by induction on β(u1, . . . , uk, v1, . . . , vl). Hence, FΓ |= ∃v1 . . . ∃vlβ(u1,
. . . , uk, v1, . . . , vl) [x1, . . . , xk]: a contradiction. ⊓⊔

Remark that Proposition 7.3 is an immediate consequence of the more general result stated in Proposi-

tion 8.2. An immediate corollary of Proposition 8.2 is the

Corollary 8.3. Let L be a logic and φ be a formula such that φ is compatible with L. If L is canonical

then L{φ} is canonical.

By contrast, we do not know if there exists logics L and formulas φ such that φ is not compatible with

L, L is canonical and L{φ} is canonical.



9. Conclusion

In Section 4, we provided classes of formulas defining first-order or second-order conditions on frames.

For pointers to this line of work in the basic modal language, see Goldblatt and Thomason [19]. A

Goldblatt-Thomason theorem for our language is still to be obtained. In Section 7, we mentioned our

conjecture that it is undecidable whether a given formula φ is compatible with Lmin. For pointers to this

line of work in the basic modal language, see Chagrova’s theorem in [8]. A Chagrova’s theorem for our

language is still to be obtained. In modal logic, Sahlqvist formulas are modal formulas with remarkable

properties [24, 25]: the Sahlqvist correspondence theorem says that every Sahlqvist formula corresponds

to a first-order definable class of frames; the Sahlqvist completeness theorem says that when Sahlqvist

formulas are used as axioms in a normal logic, the logic is complete with respect to the elementary class

of frames the axioms define. Then, in the end, a natural question is to ask whether a Sahlqvist-like theory

can be elaborated for our language. A first answer to this question has been presented in [1].
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