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Abstract. Most recent solutions for users’ authentication in Industry 4.0 scenarios are based on unique biological characteristics
that are captured from users and recognized using artificial intelligence and machine learning technologies. These biometric
applications tend to be computationally heavy, so to monitor users in an unobtrusive manner, sensing and processing modules
are physically separated and connected through point-to-point wireless communication technologies. However, in this approach,
sensors are very resource constrained, and common cryptographic techniques to protect private users’ information while traveling
in the radio channel cannot be implemented because their computational cost. Thus, new security solutions for those biometric
authentication systems in their short-range wireless communications are needed. Therefore, in this paper, we propose a new
cryptographic approach addressing this scenario. The proposed solution employs lightweight operations to create a secure
symmetric encryption solution. This cipher includes a pseudo-random number generator based, also, on simple computationally
low-cost operations in order to create the secret key. In order to preserve and provide good security properties, the key generation
and the encryption processes are fed with a chaotic number sequence obtained through the numerical integration of a new
four-order hyperchaotic dynamic. An experimental analysis and a performance evaluation are provided in the experimental section,
showing the good behavior of the described solution.

Keywords: Cryptography, chaos, numerical methods, XOR, Industry 4.0, wireless security, privacy, lightweight algorithms

1. Introduction

Industry 4.0 [1] represents an innovative technologi-
cal approach, where Cyber-Physical Systems [2], Ar-
tificial Intelligence [35,72], automatic decision sys-
tems [23], optimization solutions [18], exponential tech-
nologies [74], robotics [73] and circular business mod-
els are building the productive fabric [3,4].

In Industry 4.0, production activities and workplaces
are user-centric [5] and personalized [7]. Therefore, In-
dustry 4.0 systems must implement user authentication
and identification solutions [8]. However, most tradi-
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tional mechanisms for user authentication (based on
explicit interactions through plastic cards, keyboards
and readers) are considered massive, intrusive, and too
pollutants to be part of Industry 4.0 solutions. Then,
to address this situation, in the last years, authentica-
tion technologies based on personal biometric charac-
teristics have been reported [10]. Nevertheless, recog-
nition algorithms tend to be computationally heavy, and
large processing servers are needed. If those servers are
placed into the user’s living environment, their well-
being could be reduced. Thus, an edge computing ar-
chitecture [11] is employed in most recent authentica-
tion systems. In that scheme, sensors capturing people
information [13] are placed close to final users, and
heavy processing algorithms are deployed in large hid-
den gateways or servers [12]. This solution, on the other
hand, opens new problems to be addressed [14]. In par-
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ticular, employed microcontrollers are typically very
resource constrained, and they cannot implement com-
mon privacy preservation solutions (such as standard
cryptographic algorithms) because of their computa-
tional cost [15]. Actually, as sensors are not connected
to the global Internet, the risks are lower than in other
scenarios [16], but biometric information is a very criti-
cal and valuable data, and clear communications should
not be distributed in a public radio medium. Even in
those short ranges, attackers could try to collect data in
an unauthorized manner.

Therefore, the objective of this paper is to describe a
new lightweight encryption mechanism for short-range
wireless communications in Industry 4.0 biometric sys-
tems.

Hereinafter, the term “lightweight” refers to mech-
anisms with a very reduced computational cost or
power [6]. In our work, we are looking for an algorithm
requiring a very limited computation time. However,
Industry 4.0 systems need lightweight algorithms in
all senses [9]. Thus, we are also evaluating the mem-
ory consumption of the proposed encryption algorithm,
looking for a solution with a reduced memory usage.

The proposed solution is focused on enabling a good
quality privacy preservation technique, by using only
simple binary operations. The cipher includes only
lightweight functions, including permutations and ro-
tations; and a XOR gate combining the private infor-
mation with a secret pseudorandom key. The secret key
is obtained through a pseudorandom number generator
(PRNG), where only binary operations are employed. In
order to guarantee the resulting scheme is strong enough
and presents good characteristics in terms of entropy,
key space, key sensitivity, etc., the PRNG and the ci-
pher are fed with a chaotic number sequence, generated
by numerically integrating a hyperchaotic four-order
dynamic. This dynamic introduces important properties
such as the sensitivity to the initial conditions. Besides,
as an integer dynamic is employed, the computational
cost remains acceptable contrary to other approaches
based on fractional chaos.

The remainder of the paper is organized as follows.
Section 2 presents the state of the art on lightweight
encryption mechanisms. Section 3 presents the pro-
posed solution, including all the considered elements
and modules. Section 4 describes the experimental eval-
uation; and Section 5 concludes the paper.

2. State of the art

Proposals about lightweight encryption mechanisms
may be classified into two basic groups [17]: on the one

hand, cryptographic primitives and, on the other hand,
application-specific technologies. Cryptographic primi-
tives are generic algorithms or mathematical functions
that can be integrated into different encryption schemes
for different scenarios. Application-specific solutions
are vertical security technologies specifically designed
to adapt the characteristics of certain scenarios.

The following subsections analyze works on each
one of these two groups.

2.1. Lightweight cryptographic primitives

Cryptographic primitives may be based on four ba-
sic implementation technologies [19]: block ciphers,
stream ciphers, hash functions and hardware cryptosys-
tems.

– Block ciphers. A first group of lightweight block
ciphers try to improve the performance of DES
(Data Encryption Standard) and AES (Advanced
Encryption Standard) algorithm through differ-
ent strategies. A large collection of AES-like
lightweight ciphers following a Substitution-
Permutation Network (SPN) structure have been
reported. From solutions where only small dif-
ferences are applied, such as AES-128 [20], to
more innovative approaches such as KLEIN [21],
SKYNNY [24] or LED [22]. Other lightweight
encryption mechanisms such as PRINCE [25] or
Hummingbird2 [26] introduce larger differences
and, even, modify the main core algorithm. Other
AES-like lightweight encryption schemes simplify
the key management, so the global number of op-
erations and their complexity are also reduced. So-
lutions such as PRESENT [27], TWINE [28] or
mCRYPTON [29] employ keys whose length is
greatly below 128 bits of traditional AES. More-
over, although apparently using large keys, some
AES-like ciphers such as TEA [30] chop the orig-
inal key into small subkeys. On the other hand,
schemes such as PRIDE [31], RECTANGLE [32]
or Neokeon [33] replace traditional complex op-
erations in AES algorithm for simple binary op-
erations which reduce the global computational
cost. Finally, although because of the intrinsic
insecurity of DES they are less common, some
lightweight ciphers based on DES may be also
found. DESL [34] is probably the most known.

A second relevant group of lightweight block ci-
phers are those based on Feistel networks. Feistel func-
tions may be ARX-based (only additions, rotations and
XOR operations are allowed) or may be general func-
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Table 1
State of the art on cryptographic primitives

Cipher Structure Comments/problems
BLOCK CIPHERS AES-128

KLEIN
LED
SKYNNY
PRINCE
Hummingbird2
PRESENT
TWINE
mCRYPTON

SPN
AES-like

They are still computationally costly (memory and processing time)
Most of them are not secure anymore
Problems to operate at real-time or at high-speed in Industry 4.0 scenarios

TEA
PRIDE
RECTANGLE
Neokeon
DESL

SPN
S-Box

SIMON
RC5
SPECK
XTEA

ARX-based
Feistel
network

Poor security performance when implemented alone
Meet the requirements of Industry 4.0 scenarios
Poor key structure

KASUMI
MISTY
RoadRunneR

General Feis-
tel
network

STREAM CIPHER TRIVIUM
MICKEY
GRAIN

– Meet the requirements of Industry 4.0
Most of them are unsecure

HASH PHOTON – Collision probability very high
QUARK
SPOGENT

tions. Encryption mechanism such as SIMON [39],
RC5 [40], SPECK [39] or XTEA [41] belong to the first
group. While technologies such as KASUMI [42] or
MISTY [43] are based on the second approach. Solu-
tions such as RoadRunneR [44] have been studied in In-
dustry 4.0 scenarios, but they show a poor key structure
to guarantee its lightweight properties.

All these previous block encryption schemes, how-
ever, present two common problems. First, most of them
are not completely secure anymore. And, secondly, cur-
rent block ciphers still consume large amount of re-
sources. Even solutions with the lowest key length and
employing only bitwise operations have reported impor-
tant memory and processing time consumptions [15].

– Stream ciphers. Lightweight stream ciphers are
sparse, and, although they perfectly meet the char-
acteristics of resource-constrained devices (some
of them are even focused on these scenarios, such
as TRIVIUM [45]), most of them are already bro-
ken because of their simple structure and low key
length (designed to operate at a very high speed).
MICKEY [46] and GRAIN [47] ciphers are exam-
ples of this situation.

– Hash functions. Around 2010, there was a great
interest to create fast, lightweight hash functions
supporting asymmetric encryption schemes in IoT

devices. However, reported solutions such as PHO-
TON [48], QUARK [49] or SPOGENT [50] re-
duced the output size, so the probability of colli-
sion dramatically increased. Thus, most of these
schemes are unsecure in typical practical applica-
tions.

– Hardware cryptosystems. Hardware supported
cryptographic mechanisms have received a lot
of attention in the last years. ASIC (application-
specific integrated circuit) and FPGA (field-
programmable gate array) are employed to build
computationally low-cost cryptographic func-
tions [51]. The main practical problem of crypto-
graphic hardware is its sparse flexibility and lack
of commercial platforms, what increases the main-
tenance and replacement costs.

Table 1 summarizes all the information about light-
weight cryptographic primitives.

2.2. Lightweight application-specific security solutions

For the best of our knowledge, no lightweight encryp-
tion technology for Industry 4.0 systems has been re-
ported. Although different lightweight schemes for In-
dustry 4.0 scenarios [52] have been described, the focus
of our work is totally different. Currently, lightweight
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security technologies are being applied to three basic
scenarios: cloud computing systems, Internet of things
(IoT) deployments and sensor networks.

– Cloud scenarios. These solutions tend to be fo-
cused on reaching computationally fast algorithms,
taking profit of the large resources that are avail-
able in the cloud. In that way, attribute-based en-
cryption schemes [53] and parametric encryp-
tion solutions [38] may be found, where keys
are generated by complex procedures from at-
tribute descriptions between both devices com-
municating [54]. Moreover, as cloud systems are
communicating through the global Internet, so-
lutions based on proxies that consume a little
amount of private information and re-encrypt and
transmit the packets [55], all this in a very fast
and efficient manner, have been also reported.
On the other hand, specific lightweight encryp-
tion technologies for mobile devices accessing to
cloud services may be found. Solutions such as
the Very Lightweight Proxy Re-Encryption (VL-
PRE) [56] or the Lightweight Homomorphic En-
cryption (LHE) [57] where the key generation pro-
cess (based on asymmetric mechanisms such as
RSA [70]) is improved to reduce its computational
cost. Furthermore, lightweight encryption systems
whose purpose is reducing the power consumption
may be also found [58].

– IoT systems. Lightweight encryption schemes
for IoT deployments are typically based on re-
duced symmetric and/or asymmetric ciphers. So-
lutions consisting of simple symmetric algorithms
where bits are mixed according to a random se-
quence [15] and simplified Elliptic Curve Cryp-
tography (ECC) mechanisms [59] may be found.
The main problem of these proposals is to balance
between a high security level and a fast encryp-
tion delay. Some hybrid mechanisms have been
proposed, combining lightweight symmetric and
asymmetric techniques [17,60], but they are hard
to adapt to Industry 4.0 scenarios.

– Sensor networks. Schemes for wireless sensor
networks [62], Smart Homes [61] and 5G net-
works [63] may be found. The main drawback of
these works is the practical impossibility to adapt
application-specific technologies to new scenarios
in an efficient manner. Among solutions for sensor
networks, there is a group of mechanisms that are
very relevant for our works: chaos-based solutions.
Chaos-based cryptography employs schemes such
as masking [64] or modulation [65] to build so-

Fig. 1. Scheme for the proposed cryptosystem.

lutions, such as watermarking mechanisms [67].
These schemes, however, are vulnerable; and more
complex dynamics [66] and fractional chaos [36]
have been investigated. Even optical chaos has
been employed at physical level [14,68]. Any case,
these approaches are still weak as, among other
things, transmitter and receptor must be coupled
and synchronized [37], and they force the user to
send the private key as a stream in a parallel chan-
nel, which can be captured by attackers. To address
this problem, in our proposal, chaos is not em-
ployed as main encryption system, but as a way to
increase the entropy and sensibility of the cipher.

3. Proposed cryptosystem

The proposed cryptosystem (see Fig. 1) includes
three basic modules: the chaos generation module, the
pseudo-random number generator (PRNG) and the en-
cryption module.

The chaos generation module is software component
producing a self-maintained (autonomous, no extra en-
ergy input is needed) numerical oscillating trajectory,
based on a four-order chaotic dynamic. It generates four
different chaotic signals, whose divergence rate may
reach very high values (depending on the configura-
tion). These signals are obtained through numerical pro-
cedures and take values from the set of real numbers.
Thus, these signals must suffer an adaptation process to
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transform them into a chaotic sequence of positive inte-
ger numbers, as private information and PRNG operate
only over the set of natural numbers.

Although chaos presents a sensible and complex be-
havior, it is a deterministic signal. Then, if directly em-
ployed to encrypt private information, statistical anal-
yses and similar techniques could discover the under-
lying structure. To avoid this problem, a random signal
must be employed as key in the cipher. To cover this
function, a PRNG fed with a random seed is producing
a pseudo-random numerical flow. The proposed PRNG,
known as Trifork, only employed bitwise operations to
create a high quality pseudo-random signal. The PRNG
must be fed with a seed, which is calculated and up-
dated at real-time from the chaotic signals and the pre-
vious random number sequences. Thus, the random-
ness of the final number sequence employed as secret
key is even increased, guaranteeing its does not follow
any pattern and it cannot be easily replicated by seed
variation techniques.

Finally, the secret key from the PRNG and the chaotic
signals are introduced in a cipher, which follows a hy-
brid approach between stream and block ciphers. Pri-
vate information is divided into small cells, so the pro-
posed encryption schemes may employ block encryp-
tion techniques, but macroscopically, it acts as a stream
cipher at real time. The proposed cipher integrates only
parametric bitwise operations and simple matrix manip-
ulations, but enriched with chaotic signals so the sen-
sibility, confusion and diffusion properties are largely
increased compared to previously reported lightweight
ciphers. To even increase more the induced confusion
and diffusion in the encrypted messages, the cipher im-
plements a feedback loop providing a complex bit mix-
ture. Next subsections are describing all details about
each one of these modules.

3.1. Chaos generation module and adaptation module

Traditional chaotic dynamics have been reported to
be vulnerable [66]. Systems such as the Lorenz dynamic
present structural problems as variables are highly cou-
pled and divergence is limited to only one dimension.
Therefore, dynamics with a more complex behavior and
higher order are being studied. In this manner, we are
considering hyperchaotic dynamics [66], which show a
wide catalogue of trajectories as main core of this chaos
generation module.

The proposed dynamics is defined by four continuous
ordinary differential Eq. (1), where four different con-
tinuous real time-dependent variables {x(t), y(t), z(t),

w(t)} are integrated. Hereinafter, the explicit temporal
dependence is omitted. It is important to note that the
proposed dynamics only includes simple smooth math-
ematical operations, contrary to traditional hyperchaotic
systems that include complex functions.

ẋ = d (y − x) + 2w

ẏ = 5x+ cy − 4xz

ż = xy − 3z (1)

ẇ = −bw − a(x− y)

As resource-constrained devices in Industry 4.0 work
with a limited word size (usually less than 16 bits), we
look for employing only unsigned arithmetic and data
formats, so we can take advantage of all bits (no bit for
sign is required) and improve the numerical precision
in calculations. As a consequence, we are considering
a, b, c, d are real positive parameters. Hereinafter they
are named as “bifurcation parameters”. Three equilib-
rium points are then observed Eqs (2–4). Being c a
positive number these three points always exist.

E0 = (0, 0, 0, 0) (2)

E1 =

(√
3

4
(5 + c),

√
3

4
(5 + c),

5 + c

4
, 0

)
(3)

E2 =

(
−
√

3

4
(5 + c),−

√
3

4
(5 + c),

5 + c

4
, 0

)
(4)

In order to determine the parameters space of this
dynamics, we must consider that the system must be
globally stable Eq. (5), although unstable in some di-
rections of the phase space , so the volume V (t) occu-
pied by the trajectory in the phase space must reduce
as time passes. This condition Eq. (6) induces a rela-
tion between parameters b, c, d which cannot be broken
Eq. (7). Hereinafter,

−→
F =


d (y − x) + 2w
5x+ cy − 4xz

xy − 3z
−bw − a(x− y)


represents the dynamics in vector format

1

V

(
dV (t)

dt

)
< 0 (5)

1

V

(
dV (t)

dt

)
= div

(−→
F
)

(6)
=

(
∂ẋ

∂x
+
∂ẏ

∂y
+
∂ż

∂z
+
∂ẇ

∂w

)
= c− (d+ 3 + b)

d > c− (b+ 3) (7)
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Now, the dynamics may be linearized through the
Jacobian matrix Eq. (8), evaluated in a generic equilib-
rium point Eg = (x∗, y∗, z∗, w∗).

J (Eg) =


−d d 0 2

5− 4z∗ c −4x∗ 0
y∗ x∗ −3 0
−a a 0 −b

 (8)

From this linearized system, three characteristic
equations are deducted Eqs (9–11).

Pλ (E0) = λ4 + (b+ 3 + d− c)λ3+

(2a+ 3b+ bd− bc− 2d− 3c− dc)λ2+

(−3cb− 3dc− 2db− bcd− 15d− 2ac− 4a)λ+

(−30a− 3dbc− 15bd− 6ac) = 0 (9)

Pλ (E1) = λ4 + (b+ d− c+ 3)λ3+

(−cb+ 3d+ 15 + db+ 2a+ 3b)λ2+

(3bd+ 15b+ 6dc+ 6a+ 30d)λ+

(60a+ 12ac+ 6dbc+ 30db) = 0 (10)

Pλ (E2) = λ4 + (b+ d− c+ 3)λ3+

(−cb+ 3d+ 15 + db+ 2a+ 3b)λ2+

(3bd+ 15b+ 6dc+ 6a+ 30d)λ+

(60a+ 12ac+ 6dbc+ 30db) = 0 (11)

A numerical evaluation of the four eigenvalues as-
sociated to each characteristic equation shows that, for
any valid combination of the bifurcation parameters,
there is always, at least, one unstable equilibrium point.
This is a very important result, as it guarantees the chaos
generation module is generating an oscillating signal
for many possible parameter configurations. This guar-
antees the PRNG seed does not follow a simple pattern
and the cipher has a high entropy. Although any other
ranges could be selected, in this paper we are assum-
ing the bifurcation parameters vary in specific bounded
intervals Eq. (12).

a ∈ [5, 55]

b ∈ [1, 3]

c ∈ [2, 4]

d ∈ [1, 12] (12)

In those regions, the bifurcation diagrams (see Fig. 2)
show a large catalogue of structures, including regu-
lar and chaotic trajectories. The corresponding chaotic
attractors, besides, can be considered self-existent as

Fig. 2. Bifurcation diagrams. (a) {a = 20, b = 2, c = 3} (b–c)
{b = 2, c = 3, d = 2}.
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Fig. 3. Most representative attractor. (a) {a = 40, d = 2, b = 2,
c = 3} (b) {a = 10, d = 2, b = 2, c = 3}.

Table 2
Lyapunov exponents for the proposed chaotic dynamic

Topology
b = 2, c = 3

Lyapunov
exponents

Kaplan-Yorke
dimension

a = 20, d = 7 (0.62, 0,−4.7,−4.91) 2.12
a = 10, d = 2 (12.37, 0,−0.036,−14.71) 3.83
a = 40, d = 2 (1.11, 0,−2.3,−2.7) 2.47

their basin of attraction is vast and an equivalent struc-
ture is obtained for almost every possible set of initial
conditions.

For those ranges of the bifurcation parameters, Lya-
punov exponents and Kaplan-York dimension (see Ta-
ble 2) reach extremely high values, showing the rel-
evant complexity and sensibility to initial conditions
and small variation in the bifurcation parameters of
the product chaotic signals. Figure 3 shows the most
representative attractors in that area.

In order to implement a software chaos generation
module, the proposed continuous differential dynam-
ics must be transformed into a sequence of simple
mathematical numerical operations (i.e. additions, sub-
tractions, multiplications, etc.). This is especially rele-

vant to meet the requirements of Industry 4.0 resource-
constrained devices. To do that, we propose to evaluate
the chaotic trajectories using a Runge-Kutta numeri-
cal method, which has been proved to solve chaotic
differential problems with a good precision and low
error.

Although some previous works have successfully in-
tegrated chaotic trajectories using four-order numerical
methods [14], in order to increase the entropy and secu-
rity of our cipher and guarantee a good representation
and calculation of hyperchaotic trajectories, we propose
a more complex scheme. Specifically, we are adapt-
ing the Huta’s formula [71] to the proposed dynamic.
Huta’s traditional formula is defined for unidimensional
problems, so we are adapting this definition to vectorial
functions and trajectories −→r (t). Besides, Huta consid-
ers h the time step. However, the resulting numerical
sequence is not a continuous trajectory but a discrete
chaotic signal. This discrete signal may be understood
as a sampled sequence from the original continuous
trajectory, with a sampling period Ts depending on the
time step Eq. (13).
−→r n = −→r [n] = −→r (n · Ts)

(13)
Ts = h

In those conditions, the Huta’s formula is formally
identical to a sixth order eight-stage Runge-Kutta
method. On the other hand, the Huta numerical method
tends to fluctuate between very small and very high
numerical values, which is not an adequate behavior
for precision-limited devices as they could overflow (in
Industry 4.0 many devices show an 8-bit architecture,
for example). Then, the operating range of this numeri-
cal method may be modified by adapting some coeffi-
cients [69] in the original Huta’s proposal. The resulting
numerical approximation can be directly applied to the
dynamics, in order to calculate hyperchaotic trajectories−→
φ using simple operations Eq. (13).

This Runge-Kutta method defines an initial value
problem which requires a four-dimensional vector of
initial conditions

−→
φ0 Eq. (15) to be posed, so the prob-

lem can be solved. Besides, vector function
−→
F has em-

bedded the four bifurcation parameters from the origi-
nal dynamics. As a result, as the Runge-Kutta method
is deterministic, the chaotic trajectories are defined by a
set of eight parameters (four initial conditions and four
bifurcation parameters). This set is the primary secret
key ω0 Eq. (16) of the proposed cipher.

This primary key starts the encryption process by
triggering the generation of the chaotic signals that feed
the PRNG and the encryption module. Nevertheless,
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this key is not directly involved in the encryption pro-
cess and, as the chaotic dynamics presents a high en-
tropy, it cannot be deducted from the encrypted mes-
sages nor the chaotic signals (see Section 4).

−−−→
φn+1 =


xn+1

yn+1

zn+1

wn+1

 =
−→
φn +

1

840

[
41
(−→
k0 +

−→
k7

)
+ 216

(−→
k2 +

−→
k6

)
+

27
(−→
k3 +

−→
k5

)
+ 272

−→
k4

]
−→
k0 = h

−→
F
(−→
φn

)
−→
k1 = h

−→
F

(
−→
φn +

1

9

−→
k0

)
−→
k2 = h

−→
F

(
−→
φn +

1

24

[−→
k0 + 3

−→
k1

])
−→
k3 = h

−→
F

(
−→
φn +

1

6

[−→
k0 − 3

−→
k1 + 4

−→
k2

])
−→
k4 = h

−→
F

(
−→
φn +

1

8

[
−5
−→
k0 + 27

−→
k1 − 24

−→
k2 + 6

−→
k3

])
(14)

−→
k5 = h

−→
F

(
−→
φn +

1

9

[
221
−→
k0 − 981

−→
k1 + 867

−→
k2

−102
−→
k3 +

−→
k4

])
−→
k6 = h

−→
F

(
−→
φn +

1

48

[
−183

−→
k0 + 678

−→
k1

−472
−→
k2 − 66

−→
k3 + 80

−→
k4 + 3

−→
k5

])
−→
k7 = h

−→
F

(
−→
φn +

1

82

[
716
−→
k0 − 2079

−→
k1+

1002
−→
k2 + 834

−→
k3 − 454

−→
k4 − 9

−→
k5

+72
−→
k6

])
−→
φ0 =


x0
y0
z0
w0

 (15)

Ω0 = {x0, y0, z0, w0, a, b, c, d} (16)

This primary key must be shared between both de-
vices to be communicated. This process can be done
using many existing solutions and protocols [14,15].

As this operation will be occasional, its impact in the
long-term computational cost will be negligible.

With this approach, four real chaotic signals are gen-
erated, in a way that meets the Industry 4.0 characteris-
tics. First, as can be seen Eq. (13), this six-order method
only requires eight numerical substitutions to generate a
new sample; while a traditional four-order Runge-Kutta
method needs twelve. Then, the proposed approach is
computationally less complex. But, second, at the same
time, it is much more accurate. In fact, the error in
this modified Huta’s formula can be approximated by
the error in a seven-point Newton Cotes formula [69]
Eq. (17); while in a standard Runge-Kutta method the
error is in the order o

(
h4
)
.

9

1400
·
(
h

6

)9

·

−−→........︷︸︸︷
F
(−→
φn

)
(17)

These real functions, however, are not compatible
with integer symbols in PRNG and encryption schemes.
Thus, they must be adapted. In other words, data flows
taking positive and negative values must be mapped
to only take positive values. This operation will be
performed through a simple algebraic function fvi
Eq. (18), being smin and smax the minimum and maxi-
mum integer numbers accepted in the chaotic signals
(may be different for each signal vi). These values will
be selected according to the application scenario. The
resulting integer chaotic trajectory

−→
φ∗ Eq. (19) will be

then injected in the following modules.

fvi (s) =

⌈
(s−smin) · (smax−smin)

(max {vi}−min {vi})
+smin

⌉
(18)

−→
φ∗ =


x∗

y∗

z∗

w∗

 (19)

3.2. Pseudorandom number generator

At this point, the four integer chaotic signals
−→
φ∗ are

divided into two different groups. Each group φ∗i in-
cludes two signals. Although these groups may be freely
configured, in this initial proposal we are grouping sig-
nals in a sequential manner Eq. (20).

Φ∗
1 = {x∗, y∗}

(20)
Φ∗

2 = {z∗, w∗}

Group Φ∗
2 is directly introduced into the encryption

module (see Section 3.1), while set Φ∗
1 is employed to
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Fig. 4. (a) Proposed scheme for the PRNG (b) internal configuration
of Trifork PRNG.

create and periodically refresh the seed of a lightweight
pseudo-random number generator (PRNG). Figure 4
shows the proposed scheme. This PRNG will later gen-
erate the operational key Φ1 for the encryption mod-
ule. Thus, the PRNG must be designed to guarantee
the statistical and cryptographic properties required to
a robust secret key (see Section 4).

Among all lightweight PRNG one of the most ef-
ficient in computational terms is the Linear Feedback
Shift Register (LFSR), where k-bit samples {n} from
a register bank with R positions are mixed through the
exclusive-or addition (XOR, hereinafter). Parameters r
and s are integer numbers freely selected, while meet-
ing a simple contour condition Eq. (21). The result is
a recursive Eq. (22) generating a sequence of pseu-
dorandom numbers, but where the repetition period is
basically dependent on R. Because of the correlations
between the values produced as output in LFSR, they
can be broken using simple attacks.

r, s > R (21)

βn = βn−r ⊕ βn−s (22)

Generating, then, long pseudo-random sequences
needs big registers (and memory space), which are not
always available in Industry 4.0. Two basic strategies
have been reported in the literature to address this prob-

lem. On the one hand, the introduction of additional
control parameters produces the Tausworthe generators
Eq. (23).

βn = λQ−1βn−1 ⊕ λQ−2βn−1 ⊕ . . .
(23)

⊕λ0βn−Q
This PRNG is a feedback scheme including a set λi

of Q binary parameters, a number sequence {βn} rep-
resented as binary variables and a simple XOR oper-
ator. On the other hand, the generalization of LFSR,
using other arithmetic operations such as modular addi-
tions, produces Lagged Fibonacci Generators (LFGs).
LFG Eqs (24)–(25) is defined by two integer parame-
ters r > s > 0 known as lags, an arithmetical (binary)
operation ◦, the base for the modular arithmetic m,
and a r-dimensional initialization vector (IV) or seed
{βn, n = 0, . . . , r − 1}. In Industry 4.0, in order to
take advantage, as much as possible, of the controllers’
resources, m is chosen as the higher value for an N -bit
architecture Eq. (26).

LF [r, s,m, ◦; {βn, n = 0, . . . , r − 1}] (24)

βn = βn−r ◦ βn−s n > r (25)

m = 2N (26)

Tausworthe generators produce longer sequences but,
however, may cause microcontrollers overflow because
of natural multiplications. On the contrary, LFGs per-
fectly meet the requirements of Industry 4.0 devices, but
sequences present poorer cryptographic properties [15].
Then, in this work, we propose a hybrid technique,
where control parameters and modular arithmetic are
employed at the same time. To solve the overflow risk,
multiplications are replaced by binary left-shift and
right-shift operations (from a numerical perspective the
result is quite similar), which are lighter and cannot
overflow the controller. To improve the cryptographic
properties of LFG, the calculation procedure Eq. (25) is
complicated by adding additional variables to increase
the entropy of the final secret key.

To do that, we are representing the LFG as a trinomial
Eq. (27) over the Galois Field of two elements, GF(2).
Through this mathematical formalization, we can easily
calculate the number of samples p (period) that are truly
random before the PRNG is captured by a periodical
sequence Eq. (28).

xr + xs + 1 (27)

p = 2N−1 (2r − 1) (28)

However, although the output sequence only repeats
after p samples, the probability of each one of these
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samples may not be uniform, and the PRNG could be
attacked using statistical techniques. Actually, in tradi-
tional LFG not every output bit has the same behavior,
so some samples are more probable than others. Many
output samples are only different in the most significant
bit (MSB), whose period is equal to the global LFG
period Eq. (29), while the remaining bits are already
captured in a cyclic behavior (so most samples in the
output sequence can take, at the end, only two different
values, according to the MSB). In general, the k − th
bit shows a much smaller period Eq. (30), so the least
significant bit (LSB) has a quite short period Eq. (31).

pMSB = 2N−1 (2r − 1) (29)

pk = 2k−1 (2r − 1) (30)

pLSB = (2r − 1) (31)

This standard LFG configuration is weak against
modern statistical attacks. Then, a very efficient manner
to increase entropy in LFG is to perturbate LSB in the
samples to increase its period and make the probability
of samples more uniform. These perturbations may take
the form of any arithmetic operation, but if additional
internal samples are obtained, the computational cost
of the global PRNG will go up. To avoid this prob-
lem, perturbations are introduced by manipulating the
bits inside each sample. The resulting scheme Eq. (32)
is known as Perturbed Lagged Fibonacci Generators
(PLFGs), where d is an integer control parameter to
introduce the desired perturbations.

LF [r, s,m, d, ◦; {βn, n = 0, . . . , r − 1}] (32)

In this case, in order to reduce the PRNG computa-
tional cost, we are putting together the multiplications
introduced by Tausworthe generators and perturbation
from PLFG Eq. (33). The result is a lightweight PRNG
where n represents time, d is a constant integer Eq. (34)
selected to guarantee the stability of the whole PRNG
(specially in limited-precision devices) and symbols�
and� represent the left-shift and right-shift operations.

βn =
((
βn−r ⊕ β�

n−s
)

+
(
βn−s ⊕ β�

n−r
))

mod m

β�
n−s = (βn−s � d)

β�
n−r = (βn−r � d) (33)

2 6 d 6 0.7N (34)

This expression Eq. (33) perturbates LSB in every
sample, while (at the same time) they represent an arith-
metic multiplication inherited from Tausworthe genera-

tors Eq. (35).

(βn−s � d) =

⌊
βn−s

2d

⌋
(βn−r � d) =

(
βn−r · 2d

)
mod m (35)

At this point, the proposed PRNG Eq. (33) includes
three important innovations that adapt this technology to
Industry 4.0 scenarios: m− mod arithmetical additions
increasing the complexity of normal PLFG but avoiding
overflow problems; bit-shift (left-shift and right shift)
introducing perturbations to the LSB at the same time
they represent arithmetical multiplications, two XOR
binary operations that increase the period length. This
scheme improves dramatically the randomness and rep-
etition period of the PRNG. However, Industry 4.0 de-
vices may be operating continuously for months, so
even this improved scheme may not be enough, and
even more advanced solutions are needed.

As a response, we create complex PRNG by in-
terconnecting (as branches) different PLFG Eq. (33).
Specifically, in this work we are using a three-branch
scheme, named Trifork (see Fig. 4). The three branches
are connected as follows: the final global samples are
obtained through a XOR operation applied to branches,
the branches will be totally hidden for external users and
the final number of samples depends on several param-
eters, so statistical attacks cannot infer neither the inter-
nal system parameters, the current or past system state
nor the secret keys. With this approach, Trifork PRNG
Eq. (36) produces random sequences much longer than
the ones obtained from conventional PLFG, but with a
lower number of operations (and computational cost)
than three independent PLFG or one complex PLFG
including all operation in only one expression.

Experimentally, it has been proved that values around
d = N/2 generate sequences with higher randomness.

αn = ((αn−r1 + αn−s1) mod m)⊕ λ�n
µn = ((µn−r2 + µn−s2) mod m) ⊕ α�

n

λn = ((λn−r3 + λn−s3) mod m) ⊕ µ�
n

α�
n = ((αn−r1 + αn−s1) mod m)� d

µ�
n = ((µn−r2 + µn−s2) mod m)� d

λ�n = ((λn−r3 + λn−s3) mod m)� d

βn = αn ⊕ λn (36)

Despite all the previous designs, Trifork needs to
be initialized at random, and the randomness of the
seed is a key factor conditioning the final behavior of
the entire PRNG. Therefore, the seed is not introduced
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Fig. 5. Proposed encryption module.

by users, but obtained from chaotic signals Φ∗
1. These

chaotic signals, although not totally random, have been
proved to present a very high entropy [15] (see Sec-
tion 3.1), enough to guarantee a good performance of
the PRNG [58].

As can be seen in Fig. 4, chaotic signals are intro-
duced in a serial-to-parallel register, mixing samples in
an alternative way from both signals in Φ∗

1 Eq. (37).

seed [i] =

{
x∗ [i] if i is even
y∗ [i] if i is odd

i = 1, . . . ,max {r1, s1}+ max {r2, s2}+

max {r3, s3} (37)

This alternance is controlled through a simple 2-to-
1 multiplexer and a cyclic binary counter (with any
length), where the LSB is employed to control the mul-
tiplexer.

As said before, Industry 4.0 devices may be operating
for very long periods, and even complex PRNG such
as Trifork may show a periodical behavior if infinite
time is considered. To avoid that problem, the proposed
PRNG includes a reset mechanism. The Trifork output
is monitored by a cyclic counter, so each time a new
sample is generated the count is increased. After reach-

ing the maximum value, the seed is refreshed with the
current content in the serial-to-parallel register. This
seed will be totally different from the previous one,
thanks to the chaotic signals, and (then) the random
number sequence will start again, avoiding periodical
behaviors as much as possible.

The final random sequence of integer numbers is
employed as operational secret key at the encryption
module, where private biometric information is finally
protected.

3.3. Encryption module

Once the operational secret key Ω1 is generated, the
encryption scheme may work. This module will receive
three different flows: the operation secret key Ω1 and
both chaotic signals in Φ∗

2. The proposed scheme will
operate with data cells, so the encryption scheme may
take advantage of stronger block encryption techniques,
while the manipulation of small data cells (macroscopi-
cally) produces the same performance and user experi-
ence than stream ciphers. Figure 5 shows the proposed
encryption module.

The proposed encryption module presents the fol-
lowing characteristics:
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– The encryption process and the decryption process
are identical. Thus, the operational secret key Ω1

is symmetric.
– The proposed scheme is flexible, and a variable

number of rounds may be considered. In this ar-
ticle we are describing two different approaches,
but any other may be also valid.

– Input data, in this work, are considered to be al-
ready serialized and packed to be sent through the
communication system. However, other informa-
tion types may also be considered, if just the ade-
quate microfragmentation and wrapping function
is included.

– The cipher is byte oriented, to match the internal
structure of the encryption module and the PRNG.

The raw input data stream Iraw is introduced in a mi-
crofragmentation and wrapping module. In this module,
the stream is divided into 64-byte microcells, which
are wrapped to create 8 × 8 bytes matrices. A simple
chopping sliding window win[n] Eq. (38) with length
64 bytes may be employed to create the microcells Incell
Eq. (39).

win [n] =

{
1 if 0 6 n < 63
0 otherwise (38)

Ikcell = Iraw[n] · win [n+ 64k] (39)

These microcells are then wrapped following a zig-
zag scheme Eq. (40) to create matrices Imatrix which
may be manipulated as a block.

Imatrix =
(
imatrix
j,k

)
imatrix
j,k = Incell[k − 1 + 8(j − 1)] (40)

One of the key problems in block cipher is the plain-
text attack. In biometric authentication solutions this
is especially critical. Exposing the biometric system to
a certain particular input, we can force the cipher to
work with critical inputs (for example, a null matrix). In
that case, the system may expose the internal structure
or the private key. To avoid this problem, in the first
encryption round, the input information is introduced
in a destabilization phase.

In this phase, chaotic signal z∗ in Φ∗
2 is chopped and

wrapped identically as information data Iraw. The re-
sulting 8 × 8 byte matrix z∗matrix is combined through
a XOR addition with Imatrix matrix Eq. (41). The ob-
tained cell Ides is guaranteed to have an acceptable en-
tropy, similar to a regular real biometric information.
In that way we avoid critical situation and reduce the
probability of a successful plaintext attack.

Ides = Imatrix XOR z∗matrix (41)

Then, the second chaotic signal w∗ is processed to
obtain a set of parameters controlling three different
functions: the bitConfusion function bc (·), the permuta-
tionRow function pr (·) and the rotation function ro (·).

The bitConfusion function bc (·) employs a number
sequence to reorganize the matrix Ides at bit level. In or-
der to guarantee bit-oriented operations are performed
in an efficient way, the programming language must
be carefully selected. Low-level languages, even as-
sembler languages, are, in general, the most suitable
option. Otherwise, the efficiency at software level could
be compromised. Ides is a 64 × 64 bit matrix. Through
the function bc (·) this matrix is mapped into a new
matrix Icon Eq. (43) according to a set of 4096 dif-
ferent parameter pairs (σk, σj). These parameters are
obtained from the chaotic signal w∗ using 64-module
arithmetic Eq. (43). If the parameter calculation proce-
dure generates two identical pairs, a new additional pair
is obtained until the 4096 different pairs are computed.
Data structures enabling an efficient comparison of vec-
tors, such as hash tables, should be employed to achieve
a lightweight implementation at software level. This
mapping and bit-oriented confusion function is compu-
tationally heavier than other considered byte-oriented
operations. Therefore, it is only performed twice per
cell: in the first and in the last rounds.

Icon =
(
icon
k,j

)
= bc (Ides) = bc

((
ides
k,j

))
(42)

being

ides
k,j = icon

σk,σj

(σk, σj) =
(
w∗
k, w

∗
j

)
mod 64 (43)

The permutationRow function pr (·) exchanges two
rows in matrix Icon at byte level. Two different parame-
ters π1 and π2 in the range [1, 8] are obtained Eq. (44)
from signal w∗ using 8-module arithmetic. If two iden-
tical numbers are obtained (non-valid result); the pa-
rameter calculation process is repeated until two valid
number are produced. Again, efficient data structures
must be employed to perform this vector comparison
step. Then, the π1-th and the π2-th rows are permuted
Eq. (45) resulting the matrix Iper.

πi = w∗
i mod 8 + 1 (44)

Iper = (rowper
k ) = pr (Icon)

= pr ((rowcon
k ))

being

rowper
π1

= rowcon
π2

rowper
π2

= rowcon
π1

(45)
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Finally, the rotation function ro (·) moves bytes in
matrix Iper in a cyclic counterclockwise manner. This
function receives a parameter representing the turn
amplitude: 0◦, 90◦, 180◦ or 270◦. This parameter is
obtained from signal w∗ using 4-module arithmetic
Eq. (46). The rotated matrix Irot Eq. (47) guarantees
any minimal change in any byte is later propagated to
any other byte in the encrypted data.

i = w∗
i mod 4 (46)

Irot =
(
irot
k,j

)
= ro (Iper) = ro

((
iper
k,j

))
being
irot
k,j = iper

k,j if ρi = 0

irot
k,j = iper

j,9−k if ρi = 1

irot
k,j = iper

9−k,9−j if ρi = 2

irot
k,j = iper

9−k,j if ρi = 3

(47)

After this process, the matrix Irot is encrypted us-
ing the operation secret key Ω1. The key is microfrag-
mented and wrapped and the original raw data, obtain-
ing a “cellular” key Ωcell

1 . In particular, the encrypted
cell Ienc is obtained as the XOR addition between Irot

and Ωcell
1 Eq. (48). This function as main encryption

mechanism may present a very strong or weak privacy
level, depending on the characteristics of Ω1. If cell
Ωcell1 is a truly random matrix, then, all possible val-
ues have the same probability, and this characteristic is
transferred to the encrypted cell Eq. (49). On the other
hand, because of the structure of XOR addition, given
a value in the encrypted cell Ienc any possible value in
the rotated matrix Irot has the same probability of hav-
ing produced that value Eq. (50). Then, considering the
Shannon’s information theory, the mutual information
between the rotated and the encrypted cells represents
the residual information that remains in the encrypted
matrix Ienc about the rotated one Irot Eq. (51). A simple
calculation proves that this quantity is zero, showing the
XOR operation is a valid privacy protection mechanism.

Ienc = Irot ⊕ Ωcell
1 (48)

P
(
irot
k,j = ξi

)
= P

(
Ωcell,k,j

1 = ξi

)
= ϕ1 (49)

=
1

2N
∀ξi

P
(
irot
k,j = ξj |ienc

k,j = ξi
)

= ϕ2 =
1

2N
∀ξi, ξj (50)

I (Irot; Ienc)

=

2N−1∑
i=0

2N−1∑
j=0

P
(
irot
k,j = ξj , i

enc
k,j = ξi

)
·

log

P
(
irot
k,j = ξj , i

enc
k,j = ξi

)
P
(
ienc
k,j = ξi

)
 = 0 (51)

It is important to note that sequence Ω1 (the opera-
tion secret key) is a pseudo-random number sequence
(generated by Trifork PRNG). The combination of per-
mutationRow and rotation functions and XOR oper-
ation with the secret operation key is executed for L
rounds. This scheme is lightweight while guarantees
the secrecy of biometric information. Two different ap-
proaches are proposed to determine the value of L. In
the first one, this value is fixed for all cells. In the second
one, for each cell the value is different, taking values
from samples in signal w∗ Eq. (52).

Li = w∗
i (52)

Once the final encrypted cell Ienc is obtained, af-
ter L rounds, it is unwrapped using the same zig-zag
algorithm Eq. (40) to generate the original data stream.

3.4. Decryption procedure

In order to decrypt the encrypted matrix Ienc, it is
essential the chaotic dynamics in the receptor and the
transmitter are synchronized [37]. Different strategies
may be followed to achieve this objective [8,64]. When
both dynamics are synchronized, we can guarantee the
same cipher configuration is applied to both, the recep-
tor and the transmitter.

Then, the XOR encryption is easily reversed, as it is
enough to re-apply the same operation using the same
secret key (53).

Irot = Ienc ⊕ Ωcell
1 (53)

Besides, as both chaotic dynamics are synchronized,
the rotation and confusion steps can be also undone. In
this case, permutations and rotations must be undone
in the exact opposite order in which they were applied.
Thus, indexes i, πi and (σk, σj) must be calculated for
all L rounds before triggering the decryption process,
as they must be applied in the inverse order they are
obtained. When all these parameters are available, it is
enough to run the same algorithm employed during en-
cryption to extract the raw information in the receptor.

4. Evaluation: Methods and methodology

In order to evaluate and test the proposed technol-
ogy, we conducted an experimental validation, based
on simulation scenarios and tools. This experimental
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Table 3
Configuration parameters

Parameter Value Comments
a, b, c, d 10, 2, 3, 2 Hyperchaotic regimen
N 32 32-bit architecture
d 16 Recommended value for bit shift in

Trifork

phase consisted of two phases: the first phase includes
a security analysis of the proposed technique, while the
second part considers a performance analysis (focused
on the encryption delay).

All the experiments were supported by a simulation
scenario describing a complex biometric system includ-
ing three different devices: cameras for facial recogni-
tion, fingerprint readers and iris readers. This system
represents a large infrastructure, for example an airport,
where different biometric techniques are employed for
different purposes (such as access control or criminal
identification). Twenty-five devices belonging to each
type are considered in all simulations. Each different
device model is created according to commercial so-
lutions, to simulate a realistic data stream (regarding
both factors, data format and communication protocol).
The fingerprint reader model was created according
to R307 fingerprint Arduino module. Iris scanner was
coded to simulate the behavior of IriMagic 100BK plat-
form. And, finally, facial recognition is simulated to be
performed by ESP-EYE embedded cameras.

Each subsystem was connected with a different au-
thentication sever, where biometric information is de-
crypted and processed. Other effects such as packet
losses or electromagnetic interferences are not consid-
ered in this experimental section.

To perform the experiments, the simulation scenario
was implemented and executed using MATLAB 2017a
software. All simulations were performed using a Linux
architecture (Ubuntu 20.04 LTS) with the following
hardware characteristics: Dell R540 Rack 2U, 96 GB
RAM, two processors Intel Xeon Silver 4114 2.2G, HD
2TB SATA 7,2K rpm.

All simulations represented an operation time of
seventy-two (72) hours. Each simulation was repeated
twelve times, and final results were obtained as the av-
erage of all partial results. In order to perform all the
described simulations, the system was configured using
the parameters described in Table 3. Parameter L is
selected as control parameter.

4.1. Methodology for the security analysis

In order to formally analyze the privacy and secu-
rity level reached by the proposed technology, three

different approaches may be done: the Kerckhoff’s ap-
proach, based on analyzing the theoretical characteris-
tics of the secret key; the Shannon’s theory, where the
statistical relation between information in the raw and
the encrypted streams is numerically calculated through
different indicators; and the Diffie-Hellman’s approach,
based on studying the resilience of the proposed so-
lution against some key attacks. In this work, we are
including a first study including all three perspectives.

The Kerckhoff’s approach considers no security
mechanism can be secret for an indefinite time, so the
security level of any solution, at the end, depends on the
properties of the key. In particular, three different indi-
cators are analyzed: the key sensitivity, the key space
and the resilience against the known-plaintext attack
and the chosen-plaintext attack.

The key sensitivity represents how different are two
encrypted messages when protected using similar keys.
Strong security mechanisms generate totally different
encrypted messages even if very similar keys are em-
ployed. The number (or percentage) of bits changing
the final encrypted message (∆K), for each bit differ-
ing in the secret key is a good representation of the key
sensitivity. Bits to be modified are randomly selected.
To calculate key sensitivity, four hundred key configu-
rations homogenously distributed across the key space
were randomly selected. For every key, the key sensi-
tivity was measured for different values of ∆K. Results
are the obtained as the average for all considered keys.
The size of the key space is the number of all possible
keys. As the size of the key space grows, safer will be
the systems protected by our solution.

Finally, the resilience against the known-plaintext
attack and the chosen-plaintext attack represents how
different are two encrypted messages when two similar
clear messages are employed. As when talking about
the key sensitivity, the number (or percentage) of bits
changing the final encrypted message (∆X), for each
bit differing in original message is a good represen-
tation of the resilience. Bits to be modified are ran-
domly selected. To calculate resilience, eight hundred
random messages were considered. For every random
message and value of ∆X , the resilience is measured.
Results are obtained as the average value for all random
messages.

On the other hand, the Shannon’s security analysis is
based on statistical tests. These tests study how much in-
formation from the private original biometric streams is
present in the encrypted messages. Many different indi-
cators and tests may be employed to evaluate this value,
but in this work, we are using six of them: the statistical
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correlation between encrypted and original messages,
the entropy of encrypted messages and the mutual in-
formation between encrypted and original messages,
the histogram variance (strong cryptosystems generate
encrypted messages uniformly distributed), the Number
of Byte Change Rate (NBCR) and the Unified Average
Changing Intensity (UACI) evaluating how different
(in bits) are the original and the encrypted messages
(in percentage and per bit, respectively), the sequence
test that evaluates how random are the encrypted mes-
sages and, finally, the NIST PRNG suite analyzing how
random are the secret operation keys.

Eight hundred (800) random messages, with a length
of twelve (12) kilobytes were generated and encrypted
using the proposed scheme. Raw and encrypted mes-
sages were introduced in standard libraries for correla-
tion, entropy, and mutual information calculation. The
final result is obtained as the average of all these 800
measures. In order to calculate the histogram variance,
encrypted messages are formatted as integer numbers,
and they are introduced in a standard library for his-
togram calculation and manipulation. The same process
is performed to introduce encrypted messages in the
sequence test and evaluate their randomness. Finally,
the NBCR and UACI are calculated through the XOR
operation of every pair of raw and encrypted messages.
The number of bits set to the unit in the result is then
measured (percentage is easily calculated considering
the message length). The final results are obtained as
the average value of all these 800 measures.

Finally, the Diffie-Hellman’s scheme analyzes how
resilient the proposed solution is against two basic
cyber-attacks: the Known Message Attack (KMA) and
the Encrypted Only Attack (EOA). In KMA, attackers
have access to encrypted and original messages; while
in EOA they only have access to encrypted messages. In
strong crypto solutions, secret keys must not be revealed
in any case.

4.2. Performance analysis: methodology

The proposed solution must show a performance
compatible with Industry 4.0 requirements and scenar-
ios. In particular, biometric information must flow at
real time and the resource consumption must be low
enough to allow deploying the proposed technology in
small microcontrollers (typical in Industry 4.0 applica-
tions). In order to analyze these factors, two different
experiments were carried out.

The first experiment evaluates the encryption de-
lay introduced by the proposed solution in biometric

authentication systems. The experiments consider dif-
ferent values for L parameter (non-chaotic configura-
tions). The second experiment was focused on analyz-
ing the memory consumption in real devices by the pro-
posed algorithm. Results from this second experiment
are compared to the state of the art.

For both experiments, a real ESP-EYE device was
employed to code and deploy the proposed security
mechanism (face recognition). That device was operat-
ing for 72 hours, and results about resource consump-
tion and processing delay were collected and processed
using MATLAB software. Real Industry 4.0 scenarios
could integrate other devices such as fingerprint read-
ers or iris scans. However, we decided to perform our
experiments using only cameras because they are the
most demanding devices, as they generate the highest
data bitrate among all biometric devices and support
the most complex data processing algorithms. Thus, if
proposed solution is lightweight enough to operate with
cameras, it is expected to work with other biometric
devices.

5. Results and discussion

First, we are showing and discussing the results for
the formal security analysis. We are first studying the
key space. For a N-bit PRNG the maximum number we
can obtain is 2N . Besides, each matrix Ωcell

1 includes 64
numbers, and L different matrices are employed in the
encryption process. Using the combinatory theory, we
can easily calculate the size of the key space ks (54).
As can be seen, the size of the key space may be freely
increased by considering a higher number of bits in the
PRNG of a higher number of rounds in the encryption
process.

ks = 264·L·N (54)

Thus, we can always find a configuration with a key
space large enough for any given application.

Figure 6 shows the key sensitivity for different sys-
tem configurations. As can be seen, the growing rate in
all cases is exponential, although it goes up as the num-
ber of rounds is increased, showing that schemes with
higher round numbers are safer. Besides, as can be seen,
differences between schemes with ten or more rounds
are very small, including the scheme where L takes a
variable chaotic value. This last option, in fact, is the
one presenting the higher sensitivity, although it must
be analyzed (in each scenario) if the added complexity
to the security scheme when considering this approach
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Fig. 6. Key sensitivity: Results.

Fig. 7. Resilience against known-plaintext attack and chosen-plaintext
attack: results.

is acceptable regarding the improvement obtained in
return.

Any case, for schemes with L = 10 we already get
a good behavior, so the sensitivity is around 100% for
small variations in the key structure around 2%. These
values are similar, or even better, than other previously
reported technologies [15].

Figure 7 shows system resilience against known-
plaintext and chosen-plaintext attacks. As can be seen,
in this case the evolution is also exponential. The re-
sults are pretty similar to Fig. 6, as both the secret key
and the raw message follow similar paths. Both flows
are divided into cells and combined through the XOR
operation which is a commutative operator. However,
raw messages are randomized using additional rotation
and confusion steps, so the resilience is expected to be

Table 4
Shannon’s cryptoanalysis for the proposed solution

Parameter Theoretical value Experimental value
Information entropy 4096 4088.76
Mutual information 0 0.346
Correlation 0 −0.077
Histogram variance 0 4.01
NBCR 100 98.61
UACI – 3078.14
Sequence test (α = 3) 6 3 0.885

higher than the key sensitivity given the same cipher
configuration. Actually, as can be seen, given a differ-
ence of 20% in the secret key the key sensitivity is close
to 70%, while for the same difference, the resilience is
near 80%. Moreover, in this case, it is a clear improve-
ment when using L as a variable and chaotic number
of rounds. In this case, the resilience is almost 100%
at any case. On the other hand, schemes with less than
25 rounds only reach that total resilience for messages
differing, at least, around 25% of bits.

As a conclusion, the proposed system is secure, as it
includes a clear configuration allowing a total resilience.

Now, we are analyzing the security analysis results
according to Shannon’s perspective. Table 4 shows the
obtained results for the considered statistical indicators.

As can be seen, globally, the deviation of the real val-
ues from the ideal theoretical ones is around 3%. This
amount is acceptable, and similar to other previously
reported schemes [15]. In general, theoretical values
are associated to totally random encrypted messages,
so mutual information, correlation and variance must
be null, and entropy equal to the number of bits in each
cell. Deviation in entropy, mutual information and cor-
relation may be considered negligible, and caused by
pseudorandom flows. Variance shows a higher deviation
that is caused by the underlying structure in PRNG and
chaotic signal. This analysis is also supported by the se-
quence test, that shows a residual deterministic behav-
ior in encrypted messages. This statistical test evaluates
the significance level of the deterministic hypothesis
(i.e. encrypted messages follow a predictable pattern).
In this case, the hypothesis is rejected (results is below
proposed value for α parameter), so encrypted mes-
sages do not follow any pattern. These results, any case,
are coherent with the state of the art (as real random
sequences cannot be generated through computational
processes).

The values obtained for NBCR and UACI are co-
herent with all previous discussions, showing that the
proposed scheme can also be considered secure from
Shannon’s perspective. Specifically, NBCR refers how
many bits the encrypted and raw messages have in com-
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Table 5
NIST PRNG test suite: Results

Test Score
Random excursions 121/122
Cumulative sums 199/200
Random excursions variant 120/122
FFT 196/200
Runs 196/200
Rank 200/200
Longest run 195/200
Block frequency 194/200
Approximate entropy 196/200
Non-overlapping template 199/200
Linear complexity 199/200
Serial 199/200
Frequency 197/200
Universal 193/200

Fig. 8. Resilience against known message attack (KMA): Results.

mon (if both messages are totally different, NBCR takes
value 100%). As can be see, the number of common
bits is negligible.

The last test related to Shannon’s view is the NIST
PRNG test suite. Table 5 summarizes the obtained re-
sults. As can be seen, all tests were approved, even with
a very high score. Thus, the operation secret key is good
and random enough to ensure the security of the global
proposed technology.

Finally, Figs 8 and 9 show the resilience of the pro-
posed cryptosystem against the Known Message At-
tack (KMA) and the Encrypted Only Attack (EOA),
following the Diffie Hellman’s approach.

As can be seen, schemes where the number of rounds
L is chaotic and variable present a better resilience than
schemes where the number of rounds is fixed. This dif-
ference is maximum (around 10%) for a medium num-
ber of captured cells, while for small or large amounts
the difference is smaller or null.

Fig. 9. Resilience against encrypted only attack (EOA): Results

In standard scenarios, the number of captured pack-
ets would tend to be small or medium, as large amounts
are only possible in Man-in-the-Middle attacks, which
are not possible in offline biometric information ex-
changes between sensors and servers in edge computing
architecture.

In fact, the security level is usually defined as the
required number of packets to reach a success rate of
90%. In this case, the security level against KMA is
equal to 15 · 103 (higher for L chaotic) which is a very
good value, compared to solutions in the state of the
art. Regarding EOA, for a fixed number of rounds the
security level is around 7.5 · 103, while it increases to
10 · 103 for L taking variable chaotic values. These
results are also coherent, and even slightly better, than
state-of-the-art mechanisms.

Once the security properties of the proposed mecha-
nism are proved, the resource consumption of the tech-
nology must be analyzed, to study if it matches the
Industry 4.0 requirements. Table 6 shows the memory
and computational consumption of the proposed so-
lution. RAM memory percentage refers the usage of
the memory space for dynamic variables (compared
to the available space in an ESP EYE device); while
program space percentage refers the usage of the mem-
ory space for firmware in ESP EYE devices. As can be
seen, even in resource-constrained devices, the mem-
ory usage caused by the proposed algorithm is glob-
ally around 10%, while the number of operations per
encrypted cell is lower than other similar lightweight
encryption schemes based on chaos [8]. In fact, the pro-
posed scheme improves the resource consumption of
similar proposals in around 25%.
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Table 6
Resource consumption: Results

Encryption
scheme

Use of
RAM

Use of program
space

Mathematical
operations per cell

Proposal 12% 7% 409
[8] 19% 9% 521

Fig. 10. Processing delay: Results.

Finally, Fig. 10 shows the processing delay caused by
the proposed encryption solution, for different number
of rounds in the encryption module (only non-chaotic
configurations for L parameter). As can be seen, the
temporal order is linear with respect to the number of
rounds. Besides, even for large numbers (such as 40
rounds) the processing delay is in the range of tens of
milliseconds. On the other hand, as seen in Figs 6 and 7,
chaotic configurations for L parameter produce encryp-
tion schemes with a higher key sensitivity and resilience
(to known-plaintext attack) than configurations with a
fixed value. However, chaotic configurations introduce
a variable computation delay, and the global jitter in
the system is increased. Some Industry 4.0 systems (or
applications) cannot tolerate this increasing jitter, so
large values for L parameter can be then considered to
get a similar behavior using non-chaotic configurations
(although a higher processing delay is introduced). Any
case, the encryption delay is much smaller than the one
required by biometric algorithms, so we can conclude
that the impact of the proposed solution is acceptable
and compatible with Industry 4.0 applications.

6. Conclusions

In this paper, we propose a new lightweight secure
symmetric encryption solution for Industry 4.0. This ci-

pher includes a pseudo-random number generator based
on simple computationally low-cost operations to create
the secret key. To preserve and provide good security
properties, the key generation and the encryption pro-
cesses are fed with a chaotic number sequence obtained
through the numerical integration of a new four-order
hyperchaotic dynamic.

In general, we can conclude that the use of chaotic
signal in encryption schemes improves their perfor-
mance and security properties (key sensitivity and re-
silience), while the computation delay and jitter in-
crease. Besides, with the proposed approach, based on
simple binary operations, the resource consumption re-
duces up to 25% compared to the state-of-the-art mech-
anisms. This low-level approach requires the use of
low-level programming languages and efficient data
structures, so technological experts are essential to im-
plement and deploy this new encryption system. In or-
der to make easier its adoption in Industry 4.0 scenar-
ios, prosumer mechanisms will be considered in future
works.
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