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Abstract. Future Industry 4.0 scenarios are characterized by seamless integration between computational and physical processes.
To achieve this objective, dense platforms made of small sensing nodes and other resource constraint devices are ubiquitously
deployed. All these devices have a limited number of computational resources, just enough to perform the simple operation
they are in charge of. The remaining operations are delegated to powerful gateways that manage sensing nodes, but resources
are never unlimited, and as more and more devices are deployed on Industry 4.0 platforms, gateways present more problems
to handle massive machine-type communications. Although the problems are diverse, those related to security are especially
critical. To enable sensing nodes to establish secure communications, several semiconductor companies are currently promoting
a new generation of devices based on Physical Unclonable Functions, whose usage grows every year in many real industrial
scenarios. Those hardware devices do not consume any computational resource but force the gateway to keep large key-value
catalogues for each individual node. In this context, memory usage is not scalable and processing delays increase exponentially
with each new node on the platform. In this paper, we address this challenge through predictor-corrector models, representing the
key-value catalogues. Models are mathematically complex, but we argue that they consume less computational resources than
current approaches. The lightweight models are based on complex functions managed as Laurent series, cubic spline interpolations,
and Boolean functions also developed as series. Unknown parameters in these models are predicted, and eventually corrected to
calculate the output value for each given key. The initial parameters are based on the Kane Yee formula. An experimental analysis
and a performance evaluation are provided in the experimental section, showing that the proposed approach causes a significant
reduction in the resource consumption.

Keywords: Predictor-corrector methods, differential models, Industry 4.0, massive machine-type communications, Physical
Unclonable Functions, lightweight communications

1. Introduction

Industry 4.0 [1] is typically defined as the next
industrial revolution, characterized by the seamless
integration of computational and physical processes.
Paradigms such as Cyber-Physical Systems [2] or Ar-
tificial Intelligence [3] are usually referred to enabling
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technologies in future Industry 4.0 scenarios. How-
ever, current challenges related to Industry 4.0 tech-
nologies are closer to the hardware level than to knowl-
edge or data management. Actually, how this seamless
integration between the cyber and physical world may
be achieved through currently existing sensors, actua-
tors, programming languages and recognition technolo-
gies [35] is a major open question [4].

In general, ubiquitous platforms including thousands
of hardware devices per square kilometer are deployed
to monitor and control physical processes in a tight
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and real-time manner [61]. These devices are usually
manufactured as sensing nodes whose computational
resources are sparse and only enough to capture data
and transmit it to a central gateway using point-to-point
communications [5]. Feedback control algorithms, or-
chestration and resource allocation mechanisms, com-
munication management protocols and other similar
computationally heavy technologies are delegated to
gateways, placed at the central point of a star topol-
ogy network, and where more resources and avail-
able [6]. Also, with such several devices, human inter-
vention is totally inefficient, and devices must operate
autonomously. This also affects communications, which
must follow machine-type communication (MTC) [7]
standards and solutions.

One of the key problems in MTC is the way in which
communications are secured. Although several pow-
erful security technologies are currently available (el-
liptic curves, trust management, etc.), they are usually
too computationally heavy for Industry 4.0 nodes [8].
In this context, hardware solutions are employed and,
nowadays, Physical Unclonable Functions (PUF) are
the most promising and popular solution among all ex-
isting proposals. PUF are hardware devices with unpre-
dictable behavior, so its output (known as ‘response’) is
unique for any given input (known as ‘challenge’) [9].
So, this output is a fingerprint that enables authentica-
tion and cryptographic applications with no computa-
tional cost. As this random behavior is inherited from
uncontrolled factors during manufacturing, by now, re-
sponses cannot be predicted or replicated.

Many different PUF implementations have been re-
ported, but currently, those based on silicon circuits are
the ones more commonly employed in major indus-
trial systems. For example, SRAM PUF chips are now
commercialized by several leader semiconductor com-
panies for edge-to-cloud securization in factories [36]
and legacy SCADA systems [37]. In SRAM PUF, se-
curity solutions take advantage of the random differ-
ences in the threshold voltages of transistors making up
the static RAM memories to create unique identifiers.
When powered up, each memory cell will take its pre-
ferred state (zero or one), creating a unique, random,
and unclonable binary pattern.

As, by now, PUF responses to challenges cannot be
calculated or estimated, the only way to enable gate-
ways to learn about the nodes’ PUF responses is a
registration process [10]. During this registration pro-
cess, PUF is tested, and all challenge-response pairs are
stored in a key-value database accessed by the gateway.
Then, gateways may look for the appropriate response
for any given challenge.

However, Industry 4.0 is becoming increasingly mas-
sive, and paradigms such as 5G envision up to one mil-
lion devices per square kilometer [11]. Although the
resources are usually abundant, for such massive plat-
forms, the memory usage is not scalable and informa-
tion access and processing delays grows exponentially.
Thus, massive key-value databases become very re-
source consuming, and can even produce congestion
and unavailability of gateway [12] (because of the lack
of memory for other computational processes and/or
the huge delays in accessing such a massive database).
Considering that gateways are placed at the central point
of a start topology network, this finally causes Industry
4.0 to shut down. Then, new lightweight approaches are
required to allow Industry 4.0 platforms to deal with
secure massive machine-type communications.

Therefore, the objective of this paper is to develop a
lightweight solution for secure massive machine-type
communications (mMTC) in Industry 4.0 scenarios.
The solution is based on predictor-corrector differential
models, representing the challenge-response functions
in PUF. Models are mathematically complex, but we
argue that they consume less computational resources
than current approaches. The lightweight models are
based on complex functions managed as Laurent se-
ries, cubic spline interpolations, and Boolean functions
also developed as series. Unknown parameters in those
models are predicted, and eventually corrected, to cal-
culate the output value for each given key. The initial
parameters are based on the Kane Yee formula [31].

Briefly, the main novelties and advantages of this
new approach based on algebraic methods are:

– Reduced computational resource consumption
(memory and processing delay), This new alge-
braic technology can be implemented in several
different scenarios, including those where edge
devices have a (very) limited computational power.

– Improved scalability, enabling even future envi-
sioned applications with up to one million devices
per square kilometer.

– Enhanced flexibility and multi-PUF support. The
proposed predictor-corrector model is very flexible
and can be applied to all silicon-based PUF with
no required software update or adaptation. Even
different PUF technologies can coexists using the
same software process, and PUF may change dy-
namically.

The remainder of the paper is organized as follows.
Section 2 presents the state of the art in PUF mod-
eling and mMTC management techniques. Section 3
presents the proposed solution, including the predictor-
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corrector method. Section 4 describes the experimental
evaluation; Section 5 discusses the obtained results; and
Section 6 concludes the paper.

2. State of the art

This section presents an overview of the currently
reported mechanisms for PUF modeling and massive
machine-type communication management, with a spe-
cial interest in security solutions.

2.1. Massive machine-type communications
management

Among all the challenges introduced by 5G mobile
networks and Industry 4.0 systems (both have simi-
lar requirements), mMTC is probably the least studied
paradigm.

With up to one million devices per square kilometer,
different works have identified four basic challenges to
be addressed [22]: Quality-of-Service provision, phys-
ical access, transmission scheduling (including spec-
trum issues, transmission schemes, resource manage-
ment, traffic characterization and low-power commu-
nications), and congestion management. In this work
we describe an innovative transmission scheme for se-
cure communications, considering resource consump-
tion and management aspects too.

Anyway, all these issues are related to communica-
tion protocols or media resources. Thus, solutions such
as new MAC protocols where access is much more mul-
tiplexes to allow all devices to communicate [23] have
been reported.

Focusing on the security issues, works are sparse.
Many different proposals on secure (not massive) ma-
chine type communications were reported in the past
for 4G cellular communications [38,39]. However, cur-
rently, authors are working on making next genera-
tion mMTC feasible at physical level (spectrum and
energy management, traffic conformation, etc.) [40],
and security technologies are not understood as a pri-
ority yet [41]. This is mainly because other primary
challenges in mMTC are still open and prevent security
solutions to operate correctly in real scenarios (for ex-
ample, the mitigation of co-channel interferences, the
accurate channel information capture, or the dynamic
device management). Besides, reported security mech-
anisms are very low-level. Some works report new link-
level protocols for massive access, where headers are
calculated through physical security techniques [42].

While others propose innovative carrier selection al-
gorithms, modulation schemes and array antenna de-
signs [43] to enhance precision in the power radiation
and protect massive communications against physical
intruders.

But all these schemes present two basic problems.
First, attacks at network or application level are not
addressed, and mMTC implementing these physical se-
curity technologies are still vulnerable against network
sniffing or spoofing attacks (among others). And sec-
ond, physical security is very rigid, and requires the
entire communication stack to get adapted to the char-
acteristics and capabilities of the security layer. This is
very inefficient and costly, while flexible security solu-
tions being able to adapt to different scenarios, archi-
tectures and user equipment are preferred.

In this paper, on the other hand, we describe a new
secure communication scheme which may be applied
at several different levels (including link, network and
application levels), with high flexibility, as it can adapt
(even dynamically) to many hardware technologies
(such as different types of microprocessors, sensors,
actuators, single-board computers, etc.) and system ar-
chitectures (from distributed computing schemes, to
centralized star-topologized solutions and from isolated
local infrastructures to cloud deployments).

But actually, these problems have been already stud-
ied by some authors. Thus, some lightweight authen-
tication schemes based on random numbers can be
found [28]. However, the results show that this approach
is only feasible for applications where latency is not
a critical parameter (500 ms is the expected value),
and no evidence about the resource consumption in
these mechanisms is provided. Similarly, device-type
authentication mechanisms where unique devices’ fin-
gerprints are obtained from spectrum patterns have been
reported [44]. But in this approach, gateways must store
every single device fingerprint, which introduces se-
vere limitations in scalability (although this fact is not
deeply studied). Moreover, cryptographic solutions for
secure mMTC have also been reported [29], but results
show that resource consumption still grows exponen-
tially with the number of devices, although at a lower
rate.

In fact, the impact of security schemes on infrastruc-
ture cost or size; or the resources these new approaches
consume are not addressed. Only exploratory works on
these issues, proposing some challenges and research
opportunities, can be found for some specific scenarios
(such as heterogenous networks) [24].

In that way, currently reported authentication and
cryptographic technologies require large amounts of
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memory resources, and present scalability problems
which may prevent them to be implemented in the most
extreme and dense mMTC scenarios (i.e., one million
devices per square kilometer). On the contrary, the new
technology reported in this paper highly reduces the
required memory consumption (up to 60%) and im-
proves scalability achieving a linear complexity (with
the number of user devices) instead of the traditional
exponential evolution.

Finally, resource consumption reduction, currently,
is only addressed from the data engineering perspec-
tive. Solutions for data compaction and aggregation in
mMTC [25], cooperative techniques to manage mas-
sive data efficiently [26], and machine learning tech-
niques to find relationships among all received informa-
tion [27] and remove redundancies have been reported.
Nevertheless, all these approaches cannot be applied to
security solutions.

2.2. Physical Unclonable Functions modeling

In the last ten years, many different types of PUF
have been reported. From optical resonant rings [9] to
resonant structures [10]. However, all these PUF are
very complex and must be complemented with heavy-
measure instruments. On the contrary, PUF based on
time domain or memory are supported by silicon cir-
cuits and are easy to integrate in Industry 4.0 sensing
nodes [9]. This section is focused on those kinds of
PUF.

Silicon-based PUF take advantages of small and ran-
dom variations within materials, which cause circuits to
response slightly different to the same excitation at elec-
trical and physical level [46]. Signals may propagate at
different speeds through the material, or thresholds volt-
ages may change. Although these variations are usually
very small to be noticeable, when an enough number
of silicon-based devices are connected, the global ef-
fect can be easily detected. For example, in a common
arbiter PUF one hundred and twenty-eight two-to-one
multiplexers are connected in cascade to make notice-
able the different speed propagation through the two
channels [45].

In general, PUF are characterized by three basic prop-
erties: reliability, uniqueness and randomness [13]. Re-
liability forces a strong PUF to generate the same re-
sponse to the same challenge every time that it is posed
in equivalent conditions. Thus, a deterministic equiva-
lence function could be defined between challenges and
responses. However, uniqueness implies that every PUF
circuit has a totally different behavior. So, those equiv-

alence functions cannot be generic, and randomness
causes PUF to be erratic (and obviously non-linear),
so close challenges cannot generate similar responses.
Actually, all responses in a strong PUF should be sta-
tistically independent.

However, practical implementations of PUF meet
these characteristics at different levels. The intra-chip
distance (in bits) measures how different are responses
when the same PUF is excited several times with the
same challenge. While inter-chip distance (also in bits)
measures how different are the responses when differ-
ent PUF are excited several times with the same chal-
lenge. Considering a PUF implementation with a 256-
bit response, the maximum inter-chip distance is 150
bits [47]. So different PUF, even in the best situation,
have around 100 bits (almost 40%) in common. On av-
erage inter-chip distance is 128 bits (50%), but it can
be as small as 100 bits (so different PUF may share
up to 60% of bits). However, intra-chip distance has a
much better behavior [47]. The average distance is 20
bits (around 8% of the key length), and the maximum is
only 30 bits (less than 12%), while the minimum value
for intra-chip distance is very close to zero. Then, the
challenge-response relation can be considered strong
and deterministic.

This context, where intra-chip distances are reduced,
but inter-chip distances (although higher) allow differ-
ent PUF to share 50% of bits (on average) makes mathe-
matical models for PUF feasible [16]. Different authors
have addressed this open issue from different perspec-
tives, although works on this topic are still sparse.

Considering the potential existence of a strong and
deterministic mathematical relation between challenges
and responses, but its non-obvious analytical expres-
sion, several authors have proposed supervised learning
technologies to capture and replicate the behavior of
PUF. Models for bistable ring (BR) PUF [14] or twisted
bistable ring (TBR) PUF [15] (both PUF based on feed-
back loops made of multiplexers and NOR gates which
must achieve a stable state – the key-) have been re-
ported. Typical solutions are based on support vector
machines (SVM) [18]. Some authors have even ana-
lyzed different types of algorithms (SVM, genetic al-
gorithms, etc.) to identify the best learning technique to
replicate the behavior of PUF [19].

However, these models present some problems. First,
they are useful (accuracy above 95%) as attacking tech-
nologies [20], where they must only replicate the be-
havior of one specific PUF circuit. But when they are
employed to model the behavior of an entire PUF tech-
nology (several different circuits), accuracy highly de-
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Table 1
State of the art in PUF modeling

Reference Approach Model type Supporting technology Comments
[14] Attack Generic Machine learning High computational cost
[15] Attack Generic Machine learning High computational cost
[18] Attack Generic Machine learning High computational cost
[19] Attack Generic Machine learning High computational cost
[20] Attack Specific Numerical model Valid only for some PUF
[13] Analysis Specific Numerical model Valid only for some PUF
[16] Attack Generic Algebraic framework No challenge-response function provided
[17] Attack Generic Algebraic framework No challenge-response function provided

creases and SVM models show an error slightly below
50% (47%, approximately, to be precise) [15]. Even,
for some authors, that means the PUF technology is re-
sistant to machine learning models [21]. Second, these
modeling technologies are not flexible, and different
techniques and models must be deployed to precisely
replicate different PUF behavior. Then, in mMTC sce-
narios, major software updates and algorithm train-
ings are needed when new PUF are deployed. This fact
makes it difficult the dynamic evolution of hardware
and the coexistence of different PUF technologies.

On the contrary, the proposed prediction-corrector
model in this paper shows an average accuracy up to
50% better than SVM-models (depends on the configu-
ration). Besides, the proposed solution is very flexible
and can be applied to all kinds of silicon-based PUF.
The model, thanks to the correction stage, is continu-
ously refined with no additional effort, so no software
update or new training is required.

When models fail because of a reduced accuracy,
many authors propose the creation of large key-value
databases [48] where the challenge-response pairs are
maintained, but this approach is not scalable. In very
dense mMTC scenarios (up to one million devices per
square kilometer) those databases would be massive and
searching times too high to be compatible with com-
munication streams. In this approach, actually, memory
consumption and processing delays increase exponen-
tially with the number of devices [49], contrary to the
new algebraic model proposed in this work where a
linear evolution is achieved.

A second group of PUF models are based on physical
laws. In this case, models of the physical phenomena
supporting the PUF behavior are proposed. Typically,
models describe the behavior of transistors and other
silicon-based elements [13]. These models are consid-
erably lighter than SVM, but they require a deep knowl-
edge of PUF implementation (voltage thresholds with
an extreme precision, conductivity, magnetic perme-
ability, etc.). That may not be realistic in most massive
scenarios, where different hardware technologies coex-

ist and mMTC users cannot operate an electronic labo-
ratory to acquire all this information from every single
device. In commercial and engineering applications this
approach is not feasible.

Finally, some authors are reporting exploratory work
on how generic models could be achieved [16]. In this
approach, no analytic mathematical model is proposed,
but a general algebraic framework that describes the
properties that these models should meet and how feasi-
ble they are [17]. In general, the results prove that these
models are achievable, although they do not clearly
show how they can be identified or managed. In this
paper we explore and advance in this direction. We pro-
pose a general model, based on different lightweight
mathematical expressions. It cannot generate responses
with full precision, but it can be automatically adjusted
through a prediction-correction process.

Table 1 summarizes previous discussion.

3. A predictor corrector model for mMTC

In this Section, we propose a predictor-corrector
model to enable lightweight secure mMTC. The math-
ematical model and algorithm described are supported
by Industry 4.0 architecture in Fig. 1.

In our scenario, Industry 4.0 systems consist of up
to one million devices per square kilometer. Thousands
of devices are connected through low-power commu-
nications to one gateway. Devices (or sensing nodes)
are resource-constrained and employ Physical Unclon-
able Functions to generate keys and protect communi-
cations. On the other hand, gateways have a high com-
putational power and access to great data storage capa-
bilities. Using those resources, gateways can execute
complex mathematical operations and maintain in a
key-value database some challenge-response pairs (or,
eventually, the full catalogue) of the PUF of nodes.

The approach proposed in this paper requires minor
and negligible changes in the sensing nodes, so their re-
sources are not affected. While, in gateways, we highly
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Fig. 1. Industry 4.0 architecture.

reduce the memory consumption and processing time,
by replacing full catalogues in databases by complex
predictor-corrector mathematical models.

In general, PUF can be analyzed at three different ab-
straction levels. First, as silicon-based materials under
an electromagnetic excitation [13]. Second, as binary
(Boolean) logical circuits managing binary words [16].
And third, as numerical mathematical functions [15]
(this last one is the most common approach in machine
learning models and other similar techniques). How-
ever, all these approaches face the same challenge: it is
extremely complicated to accurately model the entire
PUF behavior, and all the variables that affect it, using
only techniques at one abstraction level. Some phenom-
ena, such as voltage thresholds or signal filtering, are
very easily described using electromagnetic and signal
propagation laws. Nevertheless, some other, such as the
cascade connections of logical devices, are more pre-
cisely analyzed using binary circuits. Moreover, for ex-
ample, the inference of PUF responses for similar chal-
lenges shows a lower error when using mathematical
functions (because of the extremely high precision re-
quired to physical models to distinguish two very close
challenges and responses).

This problem, at the end, is the cause of the poor per-
formance of these models (accuracy is around 50% [15]
when they operate independently). As well as the reason
why massive key-value databases, with an exhaustive
description of all challenge-response pairs, are the com-
mon feasible solution for real mMTC scenarios (despite
their resource consumption and scalability problems).

As a possible solution, in this paper we propose a
combined model, where each PUF item is analyzed
in parallel using these three abstraction levels. First,
models operate independently and, later, results are ag-
gregated so they can compensate the inaccuracies of
each other. This enables us to reduce the complexity
and computational cost of models, as they do not have
to describe all the variables affecting the PUF behav-

ior. For example, we can use algebraic models instead
of machine learning techniques, which are much more
flexible and allow the coexistence of different PUF tech-
nologies in the same scenario.

But the actual accuracy and significance of ev-
ery model is unknown a priori. Then, a predictor-
corrector scheme is deployed in order to refine models
and weights continuously according to real exchanged
challenge-response pairs between user devices and gate-
ways. This approach allows the solution to learn from
the hardware platform and adapt to it dynamically, with-
out heavy training processes or major software updates.

Although each model could manage different preci-
sions (word lengths or information bits), in this work
we are assuming all three models produce responses or
results with the same number of true information bits
(in real applications, and considering the state of the art,
256 bits would be a usual number). Later, using differ-
ent weights during the aggregation, the number of sig-
nificant figures in each model may be limited if needed
(never increased). In any case, the final combined re-
sult will have the same number of true information bits
than every independent model (for example, 256-bit
responses in a common real mMTC application).

Figure 2 shows the general scheme for the proposed
predictor-corrector model. In our model, PUF responses
to challenges can be predicted by combining three dif-
ferent models: an analog model, a Boolean model, and a
numerical model. In the analog model, PUF are under-
stood as a physical material media. Analog signals that
excite the material are represented through the com-
plex envelope, whereas the PUF response is estimated
through an unknown complex function. In the Boolean
model, PUF are represented by multidimensional bi-
nary inputs (response), and Boolean unknown functions
generating a binary response. Finally, numerical mod-
els understand PUF as a complex real function. Chal-
lenges and responses are represented using real num-
bers, and responses are estimated through an interpola-
tion scheme.

All unknown functions include a collection of un-
known variables which may be initially estimated us-
ing the Kane Yee formula (prediction) [31] and later
corrected and refined through the Mean Square Error
(MSE) algorithm (correction).

These three models, in order to generate the final pre-
dicted responses, are combined in a weighted average
where the reliability, randomness, and uniqueness of
each model are taken into account.

Finally, the prediction-correction process is not uni-
lateral and requires the participation of sensing nodes.
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Fig. 2. Proposed predictor-corrector model.

These nodes must negotiate to identify whether the
gateways’ predictions are good or should be corrected
according to their hardware PUF. A negotiation proto-
col is proposed to address this final issue. In this proto-
col, devices (nodes) will perform just two simple math-
ematical operations, to determine if the predicted value
is acceptable or not.

The next subsections describe all details about each
one of these three components.

3.1. Analog model: PUF as a propagation media

Every time-domain or memory-based PUF consists
of an electronic silicon circuit. This circuit may be an-
alyzed from different perspectives, but at a physical
level it is a silicon material under an electromagnetic
excitation. This electromagnetic excitation ci (t) in the
i− th node is called the challenge. As challenges are
physical signals, they are continuous and differentiable
for all degrees of differentiation Eq. (1). Challenges,
in general, are passband temporal signals restricted to
the interval [0, T ], being Tex the duration of the exci-
tation. A square window signal W (t) represents this
restriction Eq. (2).

ci (t) ∈ C∞ (1)

W (t) =

{
1 if 0 6 t 6 Tex
0 otherwise (2)

The material will generate a response ri (t) to this
challenge. In this paper, we are assuming only reliable
PUFs are deployed in Industry 4.0 scenarios. In prac-
tical situations, reliable PUF are those whose different
responses to the same challenge differentiate, on aver-
age, less than 1% from each other [57]. Although it is a
very restrictive criterion, currently many silicon-based
PUFs fulfill this requirement [58].

Reliable PUF are time invariant and then, the relation
between the challenge and the response is a function
fi (·), only dependent on the challenge. Besides, we
assume that, in three-dimensional silicon materials, sig-
nals propagate the same in all directions. Then, it is
enough to study only one direction and unidimensional
functions may be employed Eq. (3). This function is, in
general, unknown.

ri = fi (ci ·W ) (3)

However, passband signals include two types of in-
formation: frequency information and amplitude infor-
mation. Thus, every passband function may be repre-
sented through two new complex subsignals Eq. (4): the
complex envelope cai (t) containing the amplitude infor-
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Fig. 3. In-phase signal calculation scheme.

mation Eq. (5), and the instantaneous carrier frequency
cfi (t) containing the frequency information Eq. (6).

ci (t) =Re
{
cai (t) · ej·c

f
i (t)·t

}
= cphi (t) cos (ωci (t) t)− cQi (t) (4)

· sin (ωci (t) · t)

cai (t) = cphi (t) + jcQi (t) (5)

cfi (t) = ωci (t) (6)

To calculate the complex envelope two baseband sig-
nals only with amplitude information must be obtained:
the in-phase signal cphi (t) and the quadrature signal
cQi (t). These signals may be obtained Eq. (7) from
the original passband challenge ci (t) by multiplying it
with a sinusoidal signal wit frequency ωs, and removing
components at high frequency (i.e. frequencies ωci +ωs)
using a simple lowpass filter (see Fig. 3).

ccos
i = ci (t) · cos (ωs · t) =

1

2
cphi (t)

+
1

2

[
cphi (t) · cos ([ωci + ωs] · t)

−cQi (t) · sin ([ωci + ωs] · t)
]

csin
i = ci (t) · sin (ωs · t) = −1

2
cQi (t)

+
1

2

[
cphi (t) · cos ([ωci + ωs] · t)

−cQi (t) · sin ([ωci + ωs] · t)
]

(7)

Many different filters could be used, but we are look-
ing for a precise response estimation, so we are using
a Butterworth filter as it does not show distortion in
the pass band. The bandwidth will be B Hertz, and fil-
ter’s gain G is set to two to compensate attenuations in
signal processing. The filter order is noted as K. The
transfer function of this filter H (s) in the Laplace do-
main Eq. (8) is easy to represent using the Butterworth
polynomial BK (a) Eq. (9), where s is the complex

frequency in the Laplace domain.

H (s) =
G

BK
(
s
B

) (8)

BK (a) =

K∑
m=0

am · sm

a0 = 1

am =

m∏
µ=1

cos
(
[µ− 1] · π

2K

)
sin
(
µ · π

2K

) (9)

If required or desired, different filter types (Cheby-
shev, elliptical, etc.) could be employed too. Although
distortion may appear in the pass and/or the stop band,
and that might affect the model’s precision (i.e., the
distance between two PUF responses in one PUF item
associated to two very close challenges), weights during
the aggregation stage (see Section 3.4) will mitigate this
impact. As we’ll explain later (see Section 3.4) weights
are proportional (exponentially) to the inter-challenge
distance (37), and accurate models are highly strength-
ened. So, the impact of any distortion in the combined
final result (prediction) would be negligible.

Using the convolution and the Laplace inverse trans-
form the in-phase and quadrature signals may be calcu-
lated Eq. (10).

cphi (t) = ccos
i (t) ∗ hK (t)

=

∫ ∞
−∞

ccos
i (τ) · hK (t− τ) dτ

cQi (t) = csin
i (t) ∗ hK (t)

=

∫ ∞
−∞

csin
i (τ) · hK (t− τ) dτ

hK (t) = L−1 {H (s)} (10)

On the other hand, the frequency signal cfi (t) can be
calculated through the Fourier transform. The instant
carrier frequency ω is the one for which the power spec-
trum Ci (ω, t) of the original challenge is maximum
Eq. (11). This spectrum is directly obtained from the
Fourier transform Eq. (12).

cfi (t) = ωci (t) = arg max
ω
{Ci (ω, t)} (11)

Ci (ω, t) =

∣∣∣∣ 1√
2π

∫ ∞
−∞

ci (t) · e−jωtdt
∣∣∣∣2 (12)

The same process may be applied to response signal
ri (t) and function fi (t) Eq. (13).

rai (t) = fai (cai )
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rfi (t) = ffi

(
cfi

)
(13)

With this approach, function fai (·) is complex, while
ffi (·) is still real, but their behavior is easier to dis-
cover, as they are only managing one parameter each
(either amplitude, or frequency). Thus, more precise
predictions may be made in a faster way.

At this point, functions fai (·) and ffi (·) are un-
known, but since they are differentiable for all de-
grees of differentiation, they can be developed as se-
ries. Laurent series will be employed for complex func-
tion fai (·). If we define an anulus Az0 Eq. (14) cen-
tered in z0 complex point, with minor radius R1 and
major radius R2, and we name γ1 the interior bor-
der of the anulus Eq. (15), and γ2 the exterior border
Eq. (16), function fai (·) may be written as a polyno-
mial Eq. (17). This canonical expression can be manip-
ulated, putting together all numerical coefficients for
each power Eq. (18).

Az0 =

{
z

...R2 6 |z − z0| 6 R1

}
(14)

γ1 =

{
z

... |z − z0| = R1

}
(15)

γ2 =

{
z

... |z − z0| = R2

}
(16)

fai (z) =

∞∑
m=0

ami · (z − z0)
m

+

∞∑
m=1

lmi
(z − z0)

m

ami =
1

2πj
·
∫
γ2

fai (τ)

(τ − z0)
m+1 dτ

bmi =
1

2πj
·
∫
γ1

fai (τ)

(τ − z0)
−m+1 dτ (17)

fai (z) =

∞∑
m=0

ξmi · zm +

∞∑
m=1

ηmi · z−m (18)

Thus, unknown function fai (·) may be described as
a polynomial with unknown coefficients ξmi and ηmi .
Those coefficients will be initially estimated through
the Kane Yee formula and later improved through the
proposed correction process (see Section 3.5).

On the other hand, Taylor series will be employed
to develop real function ffi (·) as a polynomial around
point c0, in a very similar way to the process described
above Eq. (19). Equally, unknown coefficients βmi will

be initially estimated through the Kane Yee formula and
later improved through the proposed correction process.

ffi (c) =

∞∑
m=0

f
f(m)
i (c0)

m!
(c− c0)

m

=

∞∑
m=0

βmi · cm (19)

The previous model is adequate for analog signals.
However, the challenges in gateways are not managed
as electromagnetic waves, but as a binary number bci
with N bits. Then, binary numbers are transformed into
signals in the digital-to-analog converter (DAC). How-
ever, this mapping function Eq. (20) D is, in all situa-
tions, a known function. It is also known the transfor-
mation E to obtain binary numbers bri with M bits from
analog responses Eq. (21), carried out by the Analog-
to-Digital converter (ADC). Those functions will be
equally applied to predictions, corrections and real PUF
challenges or responses.

D (bci ) = ci (t) (20)

E (ri (t)) = bri (21)

3.2. Boolean model: PUF as a binary function

As time-domain or memory-based PUF consists of
a digital electronic silicon circuit, it can be modeled
through Boolean functions and relations. In this sce-
nario, challenges are represented by binary numbers bci
with N bits, and responses are binary numbers bri with
M bits. Then, both binary numbers, in the i-th node, are
related through and unknown function Γi (·), where SN
is the set of natural numbers that may be represented
with N bits Eq. (22). Besides, we can understand func-
tion Γ (·) as a vector function where each component
Γn (·) obtains the n-th bit yn in the response bri from
the challenge bci Eq. (23).

Γi : SN → SM

Γi (bci ) = bri (22)

Γ (bci )

=
(
Γ1
i (bci ) ,Γ

2
i (bci ) , . . . ,Γ

n
i (bci ) , . . . ,Γ

M
i (bci )

)
= (y1, y2, . . . , yn, . . . , yM ) = bri (23)

To define our mathematical model, we are develop-
ing the function Γi (·) as a series or as a binary polyno-
mial [30]. Properly, Γi (·) is not a Boolean function, as
its image set is not Z2 = {0, 1} but SN . However, each
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component Γni (·) is a Boolean function. So hereafter
we are working with function Γni (·).

We consider the definition of positive cofactor Γn,ixj

and negative cofactor Γn,ixj
done in the Reed–Muller ex-

pansion Eq. (24), being xj the j-th bit in binary number
bci . And then, the Boolean derivation of function Γni (·)
may be expressed as a combination of these cofactors
and the exclusive binary addition (XOR), ⊕ Eq. (25).

Γn,ixj
(bci ) = Γni (x1, . . . , xj−1, 1, xj+1, . . . , xN )(24)

Γn,ixj
(bci ) = Γni (x1, . . . , xj−1, 0, xj+1, . . . , xN )

∂Γni
∂xj

(bci ) = Γn,ixj
(bci )⊕ Γn,ixj

(bci ) (25)

Equally, any derivation Γ
n(r)
i of superior order r may

be calculated using an extended version of this Eq. (26).
In this context we name as rj the j-th bit in r.

At this point and considering the Reed-Muller expan-
sion Eq. (27), we can propose an expansion as a binary
polynomial for function Γni (·) Eq. (28) around binary
point dni (N bits) from SN . Through this expansion,
any Boolean (binary) function can be represented with
full precision. We name wj the j-th bit in dni . In this
case, as done for the analog model, unknown coeffi-
cients may be put together, so an explicit polynomial
expression with unknown coefficients ρn,mi is obtained
for each individual PUF item Eq. (29).

Γ
n(r)
i (bci ) =

∂rΓni
∂xr11 · . . . · ∂x

rj
j · . . . · ∂x

rN
N

(bci )

=
∂Γni
∂xr11

(
∂rΓni

∂xr22 · . . . · ∂x
rj
j · . . . · ∂x

rN
N

)
(bci )

= . . . =
∂Γni
∂xr11

. . .

(
∂Γni
∂x

rj
j

. . .

(
∂Γni
∂xrNN

))
(bci ) (26)

where ∂xrjj =

{
1 if rj = 0
∂xj if rj = 1

Γn (bci ) = Γnxj
(bci )⊕ xj ·

∂Γn

∂xj
(bci ) (27)

Γni (bci ) =
max {SN}⊕
r = 0Γ

n(r)
i (dni ) ·

N∏
j=1

(
xj
⊕

wj

)rj (28)

Γni (bci ) =

⊕
r∈S2N
rj 6=rj+N

∀j∈[1,N ]

ρn,ri N∏
j=1

(xj)
rj · (xj)rj+N


ρn,ri ∈ Z2 = {0, 1} (29)

In this case we must remember that coefficients ρn,ri
are binary Eq. (29). This fact simplifies their calculation
process and makes the model computationally lighter,
but it is associated with a more limited precision and
more intense fluctuations in predictions while the model
converges to a stable situation. Therefore, we cannot
employ this model independently, but combined with
other that improve their limitations.

Those coefficients will initially be estimated through
the Kane Yee formula (see Section 3.5) and the trans-
formation functions D and E .

3.3. Numerical model: Cubic spline interpolation

Boolean models (see Section 3.2) are lightweight and
very easy to manipulate and compute. However, they
may cause great transitory fluctuations in the PUF re-
sponse predictions. As the number of bits represent-
ing the challenge, N , reduces; the weight of each bit
increases in the final result. While converging, the
predictor-corrector model may change several param-
eters with each iteration, so in models with a limited
precision fluctuations may be relevant.

To reduce this effect, in our proposal, the Boolean
model is combined with a numerical model. In this
approach, binary numbers representing the challenge
bci and the PUF response bri are managed as natural,
integer or real numbers (all approaches are considered
in our model), not as vectors of bits.

A similar approach to those described in Sections 3.1
and 3.2 could be employed, but then the obtained model
will suffer similar problems to those described ones.
The aim of this numerical model is to compensate these
inefficiencies. To do that we are using an interpolation
technique based on cubic splines, which is characterized
by its smooth behavior.

A spline is a differentiable curve Pi (v) defined in
different parts by polynomials Pmi (v) (30). In our case,
we are using cubic polynomials (31). Points cm are
challenges for which the response rm is known (through
an initial configuration and/or the correction process).
As the challenges in this model are understood as num-
bers (natural, integer or real), they can be ordered and
define the interval [c0, cQ]. Where Q is the number of
known challenges, and coefficients γ1m, γ

2
m, γ

3
m and γ4m
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are unknown.

Pi (v) =


P 0
i (v) if v ∈ [c0, c1)
. . .
Pmi (v) if v ∈ [cm−1, cm)
. . .

PQ−1i (v) if v ∈ [cQ−1, cQ)

(30)

Pmi (v) = γ1m · v3 + γ2m · v2 + γ3m · v + γ4m (31)

But this curve Pi (v) must be continuous and deriv-
able for all order or derivation (see Section 3.1), so an
analytic expression of each polynomial Pmi (v) may be
deducted after applying those restrictions Eq. (32) and
grouping unknown coefficients to reduce the problem’s
complexity. Coefficients αmi are unknown.

Pmi (v) =
αmi
6hmi

(cm+1 − v)
3

+
αm+1
i

6hmi
(v − cm)

3

+

(
rm+1

hmi
+
αm+1
i hmi

6

)
· (v − cm)

+

(
rm
hmi
− αmi h

m
i

6

)
· (cm+1 − v)

being hmi = cm+1 − cm
m ∈ [0, Q] (32)

In this case, all these unknown variables may be
calculated using the same restrictions described above
(continuity and derivable). They define a system with
Q + 1 unknown variables but Q − 1 Eq. (33). In that
way, for two unknown coefficients αj arbitrary values
must be provided. In our model those coefficients will
be initially estimated through the Kane Yee formula
(see Section 3.5) and transformation functions D and
E .

hm−1i αm−1i + 2
(
hmi + hm+1

i

)
αmi + hmi α

m+1
i

=
6

hm−1i

(rm+1 − rm)− 6

hm−1i

(rm − rm−1)

m ∈ [1, Q− 1] (33)

On the other hand, in order to correct and improve the
model, the value of Q parameter is increased each time
a new actual PUF response rm for a given challenge cm
is received. The entire problem must be solved again
when that happens. Algorithm 1 shows the calculation
process.

When the spline Pi (v) is fully defined, it is simple
to generate a new prediction ri for challenge ci just
applying the function Eq. (34).

rpred = Pi (cpred) (34)

Algorithm 1: Spline solving algorithm
Input Known Q challenge-response pairs (cm, rm)

Parameters α0
i , αQi

Output Unknown parameters αm
for integerm ∈ [0, Q− 1] do

hmi ← cm+1 − cm
um ← 6

hm−1
i

(rm+1 − rm)

end for
g1 ← 2

(
h0i + h1i

)
v1 ← 2 (u1 − u0)
for integer m ∈ [2, Q− 1] do

um ← 2
(
hmi + hm−1

i

)
−

(
hm−1
i

)2

gm−1

vm ← (rm − rm−1)−
hm−1
i vm−1

gm−1

end for
for integer m ∈ [Q− 1, 1] do

αmi ←
vm−hmi α

m+1
i

gm
end for

3.4. Prediction algorithm

At this point, when a new prediction must be made,
three different responses are obtained: the one from the
analog model ran

i , the one from the Boolean model rbol
i ,

and the one from the numerical model rnum
i . At this

point, all these responses are binary numbers, which
may be understood as sequences of bits, natural, integer
or real numbers as convenience.

For each PUF item, a set of three different mod-
els (and responses) is generated; but as all three mod-
els refer to the same device, they are not independent
but moderately correlated. This correlation, besides,
increases, as the prediction-correction mechanism re-
fines the models and all of them get closer to the real
PUF item’s behavior. Therefore, the combined result of
these three responses does not vary randomly but con-
verges to a final value where models can compensate
and mitigate the inaccuracies of each other.

Thus, before generating the final and global response
rglo
i , all three partial responses must be combined. In

this work we are using an arithmetic weighted average
Eq. (35).

rglo
i = λan

i · ran
i + λbol

i · rbol
i + λnum

i · rnum
i (35)

Weights λan
i , λbol

i and λnum
i are specific for each PUF

and may vary along time. To calculate those weights,
we are considering three basic quality parameters of
any strong PUF: reliability, randomness and unique-
ness. Those parameters, however, do not have a clear
mathematical definition in the PUF context. Thus, in
this paper, we are considering three probabilistic param-
eters, that are directly related to how reliable, random
and unique is a PUF, they do have a clear mathematical
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definition: PUF noise Pnoise, inter-challenge distance
Pinter and PUF stability Pstb.

PUF noise Pnoise Eq. (36) represents the precision of
the model. It is the probability of a predicted response
ri to be correct, given a challenge ci. This probability
is calculated as the ratio between the number of cor-
rectly predicted responses coi over the total number of
predictions toi.

Pnoise =
coi
toi

(36)

The inter-challenge distance Pinter Eq. (37) represents
the overfitting of models, so they converge to an equi-
librium point, numerically correct, but where the dif-
ferences of between different challenges and responses
are not well represented. It is the probability of dif-
ferent challenges ci, cj to generate different responses
ri, rj . This probability is obtained by generating L dif-
ferent challenge-response pairs using the corresponding
model and analyzing the distance between responses
and challenges. In this case, we are using the Ham-
ming distance dH (·, ·). In this definition, distance is
equal to the minimum number of binary substitutions
required to make equal both responses or challenges
(i.e., the number of places or bits where both vectors
are different).

Besides, M is the number of bits employed to repre-
sent the response, andN the number of bits to represent
PUF challenges (see Section 3.1).

Pinter = (37)

2−N+1

L (L− 1)

L−1∑
j=1

L∑
i=j+1

[
2

N
dH(Ci,Cj) · dH (ri, rj)

M

]
In general, the probability of two independent re-

sponses ri, rj to be different may be calculated through
the Hamming distance dH (ri, rj); but in real PUF, the
key problem is one unique item generating very differ-
ent responses from very close challenges (but gener-
ating the same response every time is excited with the
same challenge), while two different PUF items must
generate very different responses from the same chal-

lenge. Factor 2
N

dH(Ci,Cj) represents this fact, so models
generating different responses for similar challenges are
much probable to preserve the inter-challenge distance.
The remaining constants are employed to normalize the
probability and ensure it takes values in the interval
[0, 1].

Finally, the PUF stability Pstb Eq. (38) represents the
ability of each model to apply corrections to wrong pre-
dictions but keeping correct the predictions done with-
out error. As the models are based on numeric manipu-

lations, small changes are allowed; but models showing
great fluctuations and not converging uniformly are pe-
nalized because of their worse behavior. It is the prob-
ability of a correctly predicted response ri to keep the
same value (or a very close one) as the model evolves.
This probability is calculated by storing L predicted
responses rj for challenge cj , obtained after the correct
prediction ri was calculated in the first place. To ana-
lyze how different the predicted responses are, we are
using the Hamming distance dH (·, ·). The remaining
constants are just included in the expression to ensure
the probability takes values in the interval [0, 1].

Pstb = 1− 1

L

L∑
j=1

dH (rj , ri)

M
(38)

Now, in order to calculate each weight λan
i , λbol

i and
λnum
i from probabilities Pnoise, Pinter and Pstb a multi-

variable mapping function is required.
This function must be monotonically non-decreasing

in the interval [0, 1]. Besides, it must take values in
the same interval to be coherent with the definition of
weight. On the other hand, no weight may be null as all
models must be considered. Therefore, the abscissa axis
is an asymptote. Finally, the function must preserve the
magnitude of the predicted responses, so the properties
of the model are not modified Eq. (39).

λan
i + λbol

i + λnum
i = 1 (39)

With these requirements, we propose an exponential
function as the mapping function Eq. (40). In this func-
tion we are considering three real parameters τnoise, τinter

and τstb representing the increasing speed of mapping
function with respect to probabilities Pnoise, Pinter and
Pstb. These parameters are employed to control de sen-
sitivity of weights. As these parameters are reduced, the
variations of the probabilities are mapped into greater
variations of the mapping function and weights.

σsi = (40)

exp

{
(P snoise − 1)

τsnoise
+

(P sinter − 1)

τsinter
+

(P sstb − 1)

τsstb

}
λsi =

σsi∑
s σ

s
i

(41)

s = {an, bol, num} (42)

3.5. Correction process

Figure 4 shows a flow chart for the correction process
in the proposed predictor-corrector model.
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This process starts with an initial configuration stage.
At this stage, probably carried out before node de-
ployment, a real and physical challenge-response pair
(cj , rj) is captured from the node (PUF). This is the
only pair that is preconfigured and must be stored by
the gateway in our approach. This initial pair is required
to trigger the system operation and enable an encrypted
and secure mMTC from the very beginning. Immedi-
ately, response rj is set as main secret key (probably
through a key generation algorithm or a similar instru-
ment) in the node and the gateway.

After that and before any transmission is allowed, the
predictor model must be defined. To do that, parame-
ters ξmi , ηmi and βmi in the analog model; parameters
ρn,ri in the Boolean model, and parameters αmi in the
numerical model must be obtained. The approach is
similar for these three models and for all parameters.
A set of Q challenge-response pairs (ci, ri) must be
obtained. Using these pairs, parameters αmi may be ob-
tained using Algorithm 1. Parameters ξmi and ηmi may
be obtained by replacing (18) all Q challenge-response
pairs (ci, ri) and applying an optimization algorithm
(in this case, Mean Square Error) to find the best set
of parameters fulfilling the Q equations (one for each
pair). The same approach is applied to parameters βmi
Eq. (19) and parameters ρn,ri Eq. (29).

These initial Q challenge-response pairs do not have
to be stored or preconfigured. In our proposal, they
are obtained by solving the underlying electromagnetic
problem controlling the PUF behavior. This can be done
through the Maxwell’s equations [54] where the initial
conditions are considered to be null, as PUF are not
excited in any way until a new challenge is applied. On
the other hand, the boundary conditions are selected
according to the PUF hardware structure.

However, the complexity of the hardware structure in
most PUF make quite impossible to solve this problem
in an analytical manner. Therefore, numerical methods
are needed. In our predictor-corrector model we are
using the Kane Yee formula.

The Kane Yee formula [31] is a numerical method
for initial boundary value problems based on finite dif-
ferences in the time domain (FDTD). It was specifically
designed for solving the Maxwell equations, by replac-
ing spatial and temporal derivatives using central finite
differences.

Finally, as said before, to calculate parameters ξmi ,
ηmi and βmi in the analog model and parameters ρn,ri
in the Boolean model we are using an optimization
algorithm. In this case we are using the Mean Square
Error (MSE) algorithm.

Regarding functions fai and ffi , given a set of
challenge-response pairs (ci, ri) , we are looking for
the best set of parameters ξmi , ηmi and βmi , so when
introduced in the model, the predicted responses ran

i

they generate for challenges ci are, on average, the best
approximation (with minimum mean error) to origi-
nal responses ri Eq. (43). An equivalent process may
be employed with function Γ (·) and coefficients ρn,ri
Eq. (44).

{{ξmi } , {ηmi } , {βmi }} =

argmin

{∑Q
i=1 (rani − ri)

2

Q

}
(43)

{ρn,ri } = argmin

{∑Q
i=1

(
rbol
i − ri

)2
Q

}
(44)

This approach is very scalable. Different strategies
could be employed to solve this optimization problem
Eqs (43–44), but even classic methods can achieve a
result in a few tenths of a second [55]. In that way,
only one gateway could manage up to ten thousand de-
vices with a key renovation period T around fifty (50)
minutes (enough for most Industry 4.0 and mMTC ap-
plications). However, in practical scenarios, gateways
manage a much lower number of devices: because of
limitations in the communication protocols, the packet
delivery ratio goes below 50% for any gateway man-
aging more than five thousand devices [56]. In fact, in
very dense scenarios (up to one million of devices per
square kilometer) several gateways would be deployed.
In conclusion, our approach does not hinder mMTC
scalability, and it even enables a 100% increasing in the
number of devices controlled by each single gateway.

Anyway, MSE (minimization) is a generic algorithm,
but the proposed predictor-corrector scheme allows the
integration of other optimization solutions, adapted to
the characteristic of specific Industry 4.0 scenarios. For
example, the Harmony search algorithm [53] might be
implemented in scenarios where the pitch adjustment
and/or the harmony memory consideration rules make
sense.

Once all these coefficients are obtained and the mod-
els are set up for the predictions, the system may initiate
mMTC. To maintain a high security level, secret keys
are renovated each T second. Different values for T
may be proposed, according to how critical the Industry
4.0 scenario under study is. During this time, correc-
tion algorithm stays in a “waiting point” (the “open
for transmissions” state), which is also the natural end
of the algorithm’s flow for gateways. When the timer
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expires, the gateways generate a new challenge cj and
the corresponding predicted response rglo

j . Then, they
send the challenge to the sensor nodes, so they can re-
calculate the secret key through the actual response to
the challenge rj generated by PUF.

Before applying any change, the sensor node waits
for a gateway test message. The “open for transmis-
sions” state is the waiting point (and the end of the
natural flow of the proposed correction algorithm for
user devices too). See Fig. 4. This message is encrypted
using the predicted response rgloj . This test message is
a standard control message (depending on the network
protocol, if IP protocol is available, an ICMP message
is employed), but with a new header where a code to in-
dicate the type of message being exchanged is included.
Figure 5 represents the data format for this message.

If the control message is decrypted by the node, the
predicted response is correct, and the secret key is up-
dated. If control message is unintelligible, thus means
that the predictor model has made a mistake and it must
be corrected. A correction message is sent to the gate-
way. This message contains the correct response rj but
encrypted with the previous key. So, all communica-
tions are safe. Other information could be added as
needed in the Industry 4.0 scenario under study. Fig-
ure 5 shows the data format for the control message.

After receiving this message, the gateway recalcu-
lates all parameters in the analog, Boolean, and nu-
merical models, by refining the calculation of models’
parameters Eqs (43–44) and the weights σsi Eq. (40)
for the i-th node. The Mean Square Error algorithm is
employed as described above, together with the spline
solving algorithm (Algorithm 1). In this case, however,
only Q − 1 challenge-response (cj , rj) pairs are esti-
mated using the Kane Yee formula, as the corrected
pair by the node is added too to the calculation pro-
cess, so coefficients are improved with new informa-
tion. Also, this new challenge-response pair is added
to the boundary and initial conditions in the Kane Yee
formula, so estimated pairs (cj , rj) are also closer to
the actual hardware implementation.

The secret key is finally updated to the new PUF
response and mMTC are available with the new security
configuration.

4. Experimental validation

In order to evaluate the proposed technologies for
lightweight mMTC, an experimental validation was car-
ried out. The experimental validation was mainly based

on simulation scenarios. Using simulation tools, it is
possible to evaluate very precisely the performance of
the proposed predictor-corrector scheme, guaranteeing
exogenous phenomena, such as noise, delays, or trans-
mission errors, do not affect the results. Besides, using
simulations, it is possible to run and evaluate all algo-
rithms in their original implementation, without any
modification to extract measurements, communicate to
the data repository, etc. Simulation tools can monitor
the entire scenario behavior unobtrusively.

In order to guarantee that simulation results repre-
sent accurately the performance of a real deployment,
hardware devices and sensor data are not computational
models but replay processes fed by repositories with
real physical information coming from real deploy-
ments (more details are provided below).

The proposed validation consisted of two different
phases: The first one is focused on a numerical analysis
of the proposed solution, while the second one was
based on a performance analysis.

All simulations were supported by a scenario that de-
scribes an Industry 4.0 application, where mMTC must
be used. Three different sensor nodes were considered
in the simulation: temperature sensors, quality air sen-
sors and humidity sensors. The scenario represented a
large infrastructure, such as a production center with
several production lines, ovens, etc. The simulated sce-
nario had an area of 4000 square meters, and different
device densities were considered in different experi-
ments (see Section 4.2). Twenty gateways were con-
sidered in this scenario, each one managing all devices
deployed in a region of 200 square meters. Regions
covered by different gateways did not overlap.

All sensor nodes and gateways were based on a
model that represents a real device. The sensor node
model represented an ESP-32 device with different pe-
ripherals. Some nodes were provided with the LM35
temperature sensor. This is an analog sensor, with high
precision, to measure temperature using the Celsius
scale. Other nodes were provided with the DHT-11 hu-
midity sensor. This is a digital sensor that measures the
amount (percentage) of vapor in the air and uses an
eight-bit word to codify the result. Finally, some other
nodes were provided with the CCS811 air quality sen-
sor. This is a digital sensor with an I2C interface, which
monitors the Volatile Organic Compounds (VOC) and
the equivalent carbon dioxide reading (eCO2). On the
other hand, the model for gateways is based on a Linux
server with 50 GB RAM and 10TB of long-term storage
capacity.

In order to ensure that the simulation scenario repre-
sent accurately a real physical deployment, sensor data
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Fig. 4. Correction algorithm.
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Fig. 5. Proposed data formats for the test message and the correction
message.

are not generated by a computational model, but they
are “reproduced” by a replay process using real infor-
mation coming from a real Industry 4.0 deployment
implementing the same sensors and technologies [59].

Regarding PUF, three different implementations,
based on different technologies, were randomly as-
sociated to sensor nodes. Those technologies were: a
multiplexer-based arbiter PUF [32], the butterfly PUF
based on D flipflops [33] and a magnetic PUF based on
exchange bias effect [10]. In this case, to preserve the
random, reliable and unique behavior of original PUF,
nodes were provided with a catalogue of challenge-
response pairs taken from real measurements over phys-
ical PUF implementations.

To perform the experiments, the simulation scenario
was implemented and executed using MATLAB 2017a
software. All simulations were performed using a Linux
architecture (Ubuntu 20.04 LTS) with the following
hardware characteristics: Dell R540 Rack 2U, 96 GB
RAM, two processors Intel Xeon Silver 4114 2.2G, HD
2TB SATA 7,2K rpm. All simulations represented an
operation time of seventy-two (72) hours. Each simula-
tion was repeated twelve times, and final results were
obtained as the average of all partial results. Deviations
or mean errors are not discussed unless they go above
the standard limits for this kind of experiments and their
value, then, turns relevant. Typically, deviations up to
10% around the average value are not significant and
can be associated to common experimental errors.

Some variables and parameters in the proposed
model were employed as independent variables dur-
ing the experiments, but some other had a fixed value
for the entire experimental phase. Table 2 shows the
configuration parameters and their values.

Table 2
Configuration parameters

Parameter Value Parameter Value
M 10 bits B 1 MHz
N 10 bits T 0.1 hour

τsnoise∀s 5 Tex 10 seconds
τsinter∀s 5 K 12
τsstb∀s 5 L 15

The proposed values were obtained through a heuris-
tic process, where different parameter sets were tested
until the entire predictor-corrector scheme achieved its
optimum operation point (although we cannot guaran-
tee it in its global optimum configuration). All these
parameters are not correlated and can be changed inde-
pendently.

Variables not included in Table 2 will be employed
as control parameter in the experiments.

4.1. Numerical analysis: Methodology

In order to study the behavior of the proposed solu-
tion from a numerical point of view, the quality of pre-
dicted responses was monitored, as well as the quality
of the correction process. To do that, we monitored four
variables: non-corrected correct predictions, corrected
correct predictions, non-corrected wrong predictions
and corrected wrong predictions. In addition, for all
these groups and predicted responses, the normalized
Hamming distance between the real response and the
predicted one is also measured.

These variables were monitored both as a global pa-
rameter for the entire simulation scenario, but partial
studies for different types of PUF were also done. The
experiment was repeated for different values of Q pa-
rameter.

All those variables were calculated offline, as the
proposed predictor-corrector algorithm does not have
information about which predictions are truly correct
or not while running. Even less about corrected cor-
rect predictions and non-corrected wrong predictions.
For the correction algorithm (see Section 3.5) the only
knowledge available is which predicted responses can
actually decrypt the correction message coming from
the i-th node (so they are considered correct), and which
ones cannot (so they are considered wrong predictions
and the correction and refining mechanism is triggered).
However, for the experimental validations, as challenge-
response pairs in the simulation come from a repository
with real measurements, it is computationally simple
to identify non-corrected correct predictions, corrected
correct predictions, non-corrected wrong predictions
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and corrected wrong predictions offline, just comparing
information in the repository to information generated
during the simulation.

Using those variables, the following statistics were
calculated to validate the behavior of the proposed cor-
rector scheme: sensitivity, specificity, precision, and
accuracy. On the other hand, in order to evaluate the
behavior of the predictor model, we employed the mean
normalized Hamming distance between real and pre-
dicted responses and the correct prediction rate.

Ideally, these results should be compared to other
previous models (SVM models, for example), but that
was not feasible in this case. Mainly, because machine
learning models require large datasets to be trained, and
we lacked that resource for the PUF items and tech-
nologies under consideration. Other datasets could be
employed, but then two critical problems emerge. On
the one hand, comparison would not be scientifically
relevant. And, on the other hand, previous works typi-
cally employ datasets describing only one PUF technol-
ogy; while in our approach we would like to evaluate
and highlight its flexibility to operate with several PUF
technologies at the same time. We faced a similar situa-
tion with physical models, as we could not determine
the value of some very relevant parameters in those
models such as the voltage threshold of transistors.

Finally, the probability density function (PDF) of
PUF responses is also calculated for all three PUF tech-
nologies and the proposed predictor-corrector model.
PDF is obtained calculating the normalized histogram
for all the challenge-response pairs generated during
the simulation. Overlapping and comparing the PDF
for the real physical PUF, and the PDF for the proposed
predictor-corrector algorithm, we can identify biases
or patterns to be removed from the proposed models
in order to increase and improve their accuracy and
performance.

4.2. Performance analysis: Methodology

The main characteristic of the proposed solution is
its computationally lightweight implementation, and,
besides, its scalability, which must fit the requirements
of mMTC.

Thus, in this second phase, we evaluate two different
variables: the memory usage of the proposed predictor-
corrector model in the gateways and the computation
delay in the gateways. We are also analyzing their evo-
lution with the number of devices in the scenario in
order to study the scalability. The experiment was re-
peated for different values of Q parameter.

Fig. 6. Correct prediction rate.

On the other hand, we will compare the results ob-
tained with the processing delay and memory usage of
the traditional approach, based on key-value databases
were all the challenge-response pairs are stored.

Finally, we are proving some results from real de-
vices. The proposed corrector algorithm was imple-
mented on a hardware ESP-32 device. The memory
usage and the processing time required by the proposed
scheme are monitored to ensure it matches the reduced
capacities of sensor nodes.

5. Results and discussions

In this section we present and discuss the results from
the experiments described in Section 4. Section 5.1
introduces and analyzes the main results, while Section
5.2 discusses the limitations of the proposed technology,
considering the previous results.

5.1. Experimental results

First, we discuss the results from the numerical anal-
ysis. Figure 6 shows the correct prediction rate for the
different PUF technologies and the global results for
the entire scenario.

As can be seen, the correct prediction rate increases
as the value for Q parameter goes up. This behavior is
coherent. In general, as the order of a model increases,
its correctness also improves until the intrinsic maxi-
mum for the model is reached. For the proposed model,
as can be seen in Fig. 6, this value is reached, approxi-
mately, for Q = 35.
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Fig. 7. Hamming distance.

Fig. 8. Sensitivity.

The long-term correct prediction rate for the pro-
posed model is around 78%. This includes all the his-
torical predictions, but it is expected the correct pre-
diction rate to be lower at the first operation moments
and, as time passes, achieve this value. However, this
rate is not the same for all PUF technologies. Mag-
netic PUF shows a correct prediction rate very high,
around 94% at long-term. That’s because Maxwell’s
laws with very simple boundary conditions (materials
are usually parallelepiped) are enough to model this
type of PUF technologies in a very exact manner. While
the Butterfly PUF model, as this PUF is an unstable
digital circuit based on feedback oscillating loops, is
not able to achieve that rate, and the long-term correct
prediction rate is around 63%. Finally, the MUX-based
arbitrator PUF is a balance. Their behavior is stable,
but the initial and boundary conditions are complex. In

general, the model for MUX-based PUF shows a cor-
rect prediction rate (77%) very close to the aggregated
global results for all PUF technologies. In conclusion,
the proposed predictor model has a good behavior. Most
of the predicted responses are correct, so the correction
process must be triggered only in approximately 22%
of cases. This will help our approach to be lightweight,
more scalable, and much more efficient than traditional
mechanisms for secure mMTC.

Similar results and conclusions are obtained if we go
through the Hamming distance (see Fig. 7). As can be
seen, the distance tends to reduce as the value for Q
parameter reduces. This is consistent with an increasing
correct prediction rate. In this case, magnetic PUF are
the ones showing a faster decreasing and the minimum
long-term distance (we can consider it zero). Mux-
based PUF have slightly worse behavior, and around
5% of bits are wrong in predicted responses. This value
increases for Butterfly PUF up to 15%. Globally, for all
PUF, the expected Hamming distance is 0.07, i.e., on
average 7% of bits in predicted responses are wrong.
This value is below the traditional 10% error that is
considered acceptable in most scenarios.

Figure 8 shows the sensitivity of the proposed predic-
tor model. As sensitivity is greater than 80%, it means
that, in the worst case, only 20% of correct predictions
are considered wrong predictions. As communications
in Industry 4.0 are envisioned to be ultrareliable, this
problem is not quite relevant, but it is still present. Actu-
ally, if we focus on a more realistic situation (Q = 35),
the sensitivity is above 92% for all PUF technologies.

Contrary to the correct prediction rate, in this case,
MUX-based PUF is the technology showing the lowest
sensitivity. This may be explained by the nature of these
PUF. As it is based on delays, responses are not fully re-
liable for long periods: as materials degrade, the tempo-
ral response changes. Therefore, although the predicted
response may be correct, the sensor node may not be
able to decrypt the test message using the physical PUF
response, triggering the correction process. This effect,
in any case, is present in any infrastructure based on
arbiter PUF and must not be identified as a weakness
for the proposed solution.

On the other hand, in Fig. 9 we display the results
obtained for specificity. One relevant observation is the
constant value we obtain in specificity for Butterfly
PUF. In this case, the specificity is around 55%, regard-
less of the value for Q parameter. The reason for this
observation is the limited distance between responses in
butterfly PUF. Although the predicted response may be
wrong, the difference is so small that the encrypted test
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Fig. 9. Specificity.

Fig. 10. Precision.

message may be almost fully correct, so the correction
process is not triggered. This phenomenon is does not
depend on the Q parameter.

Regarding magnetic and MUX-based PUF, speci-
ficity does evolve with changes in Q parameter. Val-
ues of around 96% and 90% (respectively) are reached
for a good enough model (Q = 35). These values are
very high, and non-corrected wrong predictions may be
associated to common numerical errors.

Figure 10 shows the precision for the proposed
predictor-corrector mode. As can be seen, magnetic and
MUX-based PUF have very high precision values (up
to 98% for Q = 35 , or even 99,5% for Q = 50), and
common numerical errors may explain why 100% is
not fully achieved. On the other hand, the precision for
butterfly PUF is 20% lower, and only reaches 83% for
Q = 35. This observation is consistent with the analysis

Fig. 11. Accuracy.

done in Fig. 6, where we already explained that the
unstable behavior of butterfly PUF reduces the correct
prediction rate, decreasing the model’s precision.

As the precision for the global scenario includes all
technologies previously analyzed, the precision value
is a balance and reaches 95% for a good enough model
(Q = 35).

All reported values are very high. The predictor
model is precise enough to allow for a sparse execution
of the correction process. So, the lightweight character
of the proposed schemes and its scheme is preserved in
mMTC scenarios.

Finally, Fig. 11 shows the accuracy of the model.
This represents the percentage of non-corrected correct
predictions and the corrected wrong predictions (i.e.,
percentage of times the corrector model did a correct
classification). The global value for all PUF is close to
90% for Q = 35, although this is the balance between
magnetic PUF (97% for Q = 35) and butterfly PUF
(82% for Q = 35). Differences and particular values
are explained by the combination of all previously dis-
cussed phenomena (corrected correct predictions and
non-corrected wrong predictions).

In these hybrid scenarios, where different PUF
technologies coexist, the proposed predictor-corrector
model (and its accuracy) could be enhanced using
swarm intelligence techniques [50]. Solving the opti-
mization problem (43–44) through this technique (in-
stead the initially proposed MSE in this paper), new
and optimum values for the models’ parameters could
be found.

Finally, Fig. 12 shows the PDF for all three PUF tech-
nologies and the proposed predictor-corrector scheme.
For this experiment, we are considering a configuration
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Fig. 12. Probability density function.

were Q = 50, because it is the situation for which the
proposed technology shows the best behavior.

As can be seen, butterfly PUF tend to generate re-
sponses with a large majority of bits one. This phe-
nomenon has been reported in the literature before [60],
and one possible explanation is because the “high state”
is more stable than the “low state” for most flip-flops.
However, the proposed predictor-corrector method is
not designed to generate similar or identical responses
within a reduced interval to different challenges, but
just the opposite (different challenges must generate
different responses). Then, there is a very low but still
non-zero probability associated to responses in other
regions, whose aggregation is close to 40% of all gen-
erated responses.

On the other hand, magnetic PUF has a totally differ-
ent behavior. In this case, responses distribute homoge-
nously within the possible variation range (although
probability seems to be slightly higher in the central
region). And the proposed model is able to replicate this
behavior accurately, as unique challenge-response pairs
are more easily modeled through algebraic frameworks.

Finally, MUX-based PUF show a PDF function
somehow in the middle of the two previous PUF tech-
nologies. Although this third PDF is not as narrow as the
Butterfly PUF’s one, probability is still mostly concen-

trated around the central region with a small deviation
to the higher values. The proposed predictor-corrector
scheme can replicate this behavior, but its PDF is still
wider, and around 10% of the aggregated probability is
spread in regions where the real physical PUF do not
generate responses.

The second phase of the experimental validation con-
sisted of a performance evaluation. Figure 13 shows the
memory usage (normalized). As the absolute memory
consumption depends on the selected operating sys-
tem, its version, the employed hardware and, in our
simulation scenario, on the MATLAB software (all of
them external causes to the scenario under study), we
are only studying the memory consumption scalability.
Therefore, the results of memory usage are normalized
to study the tendencies.

In this second experimental phase, results from the
proposed predictor-corrector scheme are compared to
the traditional approach (see Section 4.2). This con-
sists of an architecture where challenge-response pairs
are not calculated through a computational model but
stored in an exhaustive key-value database describing
the entire PUF behavior for every single PUF item.

For these analyses, three different values for Q pa-
rameter are considered. The first one (Q = 20) repre-
sents a situation where accuracy (as well as the other
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Fig. 13. Memory usage.

Fig. 14. Processing delay.

numerical parameters) achieves a good value (between
70% and 90%, depending on the PUF technology and
the indicator under consideration), but it can still in-
crease significantly. The second one (Q = 35) repre-
sents a situation where accuracy and the other indica-
tors stabilized (with global values above 90%). They in-
crease much slower, but they cannot be considered high
precision. Finally, the third value (Q = 50) represents a
high precision performance where indicators (accuracy,
sensitivity, etc.) take global values above 95% and near
100% in some circumstances.

As can be seen, memory consumption evolves lin-
early with the number of devices in all cases (Fig. 13 is
a logarithm on the horizontal axis). However, consump-
tion evolution varies among the approaches described.
All approaches have a similar memory consumption for
low device densities (10000 devices per square kilome-

ter). However, when the device density goes up from
100000 devices/km2 to 1000000 devices/km2 our ap-
proach shows a very good behavior. The memory us-
age of our proposed predictor model, when Q = 20, is
just 30% of the traditional approach. It is true that this
configuration is not the most accurate, sensitive, etc. as
we discussed before; but, even for a better configura-
tion such as Q = 35, the memory usage is only 60%
of the required memory consumption in the traditional
approach. Other configurations (Q = 50), where much
more parameters and operations must be performed to
operate with the proposed predictor-corrector model
are closer the traditional PUF and mMTC management
strategy. Nevertheless, the memory usage is lower (90%
of the one required in a traditional scheme).

Additionally, thanks to these improvement in mem-
ory scalability, Industry 4.0 systems will be prepared
for future upcoming scenarios without needing an en-
largement of the network infrastructure (which may be
costly, may increase the network management tasks,
. . . ). For example, 6G technologies are envisioned to
operate in massive scenarios with up to ten million de-
vices per square kilometers [34] (ten times more than
the current 5G networks). Systems implementing our
approach could increase their capacity and integrate
such enormous number of hardware nodes, without re-
quiring additional gateways or processing (or edge)
servers.

Figure 14 shows the results for the processing delay.
As can be seen, there is a huge difference. Although the
proposed solution presents a linear evolution, the tradi-
tional approach shows an exponential increase (Fig. 14
is logarithmic on the vertical axis). This is caused by
the double search required in the traditional PUF and
mMTC management strategy: first, the gateway must
look for table or database where the challenge-response
pairs for a specific PUF are stored, later, the gateway
must look for the specific pair to be employed.

As can be seen in Fig. 13, the processing delay is
one million higher in the traditional approach than in
any configuration for the proposed predictor-corrector
solution. Although variations are also observed for dif-
ferent values of the Q parameter, they are negligible
compared to the large improvement that is achieved
over the traditional approach.

In manufacturing logistics, the balance between accu-
racy and computational performance is critical. There-
fore, it is essential to jointly analyze results from both
experimental phases. Differences in the processing de-
lay (Fig. 14) are not significant, and then the most accu-
rate configuration would be preferred (Q = 50). How-
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Table 3
Resource consumption in sensor nodes: results

Use of RAM Use of program space Mathematical operations Processing delay
2% 3% 452 987 µs

ever, memory consumption (Fig. 13) shows relevant
differences. Thus, the configuration where Q = 35 is
preferred, as accuracy goes above 90%, and memory
usage is around 60% in the densest scenario. Only if
high precision is required, and enough memory is avail-
able, the configuration where Q = 50 should be se-
lected, because memory consumption grows to 90%.
On the other hand, for mMTC applications where mem-
ory is very sparse, configuration where Q = 20 can be
employed. In this case, memory consumption is only
30% but accuracy also reduces and goes below 90%.

Finally, and considering these results (Figs 13 and
14), we can conclude that the proposed predictor-
corrector model is computationally lightweight and
scalable enough for mMTC scenarios and Industry 4.0
applications.

Although the focus of the proposed predictor-
corrector model is the gateway managing a large num-
ber of sensor nodes, it is also important to ensure that
the proposed corrector procedure may be implemented
in resource-constrained nodes. Table 3 shows the com-
putational resources required from a real ESP-32 when
implementing the proposed predictor-corrector model.

As can be seen, consumptions are very reduced, and
only 2% of the RAM memory and 3% of the program
space are consumed. Mathematical operations are con-
sistent with traditional decryption algorithms (only one
cell as the test message is no longer than one hundred
bits). Besides, the processing delay is similar to other
algorithms reported for resource constrained nodes [6].

5.2. Limitations

The main limitation of the proposed technology is
its inability to model optical PUF and other similar
non silicon-based PUF technologies. Mainly because
only silicon-based PUF can be successfully modeled
as binary systems or functions. Besides, technologies
such as resonant optical rings cannot be modeled as a
transmission medium, so the analog model is not valid
either. Although, currently, silicon-based PUF is the
common (and almost unique) technology in Industry 4.0
and mMTC scenarios, the proposed predictor-corrector
scheme cannot be extended to applications supported
by optical or hybrid PUF techniques.

On the other hand, there are limitations to the key
space, depending on the considered PUF technology.

As seen before, those PUF supported by unstable phe-
nomena (resonances or oscillations, for example) show
a lower accuracy and specificity. Thus, valid keys must
keep a higher distance among them, in order to en-
sure a correct detection, and the key space (for a given
key length, in bits) is then reduced. This also makes
systems more vulnerable against brute force attacks,
among others. Mitigation actions could be needed.

Moreover, the proposed scheme requires gateways
to have computational capabilities. So, this predictor-
corrector scheme is not appropriate for those scenarios
where gateways are just brokers, routers or switches to
concentrate information and deliver it to cloud servers
(centralized architectures). Edge computing architec-
tures and other similar distributed architectures are the
suitable scenario for the proposed approach.

Additionally, further analyses are required to guaran-
tee the feasibility of this new predictor-corrector scheme
in 6G communication scenarios, where up to ten mil-
lion devices moving with speeds up to one thousand
kilometers per hour are expected [34]. As several mes-
sage exchanges are needed to complete the proposed
corrector algorithm and the key selection procedure, the
full flow could not be completed under those extreme
mobility conditions.

Finally, results about resource consumption in mi-
crocontrollers are based on a system-on-chip device
(ESP32) where the communication firmware is embed-
ded and provided by the manufacturer. Other devices,
where the full communication stack must be stored in
the user programming space, may have very hard limits
to the user variables and consumed memory. Further
and specific analyses are needed to study the compat-
ibility of the proposed predictor-corrector algorithm
with those devices.

6. Conclusions

In this paper, we propose a predictor-corrector model
to enable lightweight management of secure massive
machine-type communication in Industry 4.0 scenar-
ios. Models focus on Physical Unclonable Functions
included in most Industry 4.0 sensing nodes. The
lightweight models are based on complex functions
managed as Laurent series, cubic spline interpolations,
and Boolean functions also developed as series. Un-
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known parameters in these models are predicted and
eventually corrected to calculate the output value for
each given key. The initial parameters are based on the
Kane Yee formula.

In general, we can conclude that the proposed
predictor-corrector model enables secure mMTC com-
munication in Industry 4.0 scenarios. Results show that
it is lightweight and scalable. Memory usage in gate-
ways reduces by up to 60%, while processing delay
may decrease by one million times compared to the
traditional approach (where all PUF challenge-response
pairs are stored in databases). Besides, sensitivity, speci-
ficity, precision, and accuracy are above 80% in general
scenarios, reaching value around 90% (or higher) under
certain circumstances.

As a global conclusion, algebraic frameworks are
a valid approach to model the behavior of Physical
Unclonable Functions. They achieve, or even improve,
the accuracy of other approaches such as SVM models,
but with a higher flexibility. Computational resource
consumption (mainly memory) is much more reduced
than in traditional key-value databases where exhaustive
challenge-response pair catalogues are maintained. As
a result, scalability is highly improved.

Future works will analyze the impact of other models
in the performance of the predictor-corrector scheme
(additional to the analog, Boolean and interpolation
models described in this paper). For example, nature-
inspired algorithms [51] can be used to replicate very
accurately the behavior of many physical phenomena.
Additionally, SVM-based models (although current ap-
proaches have a poor performance) will be improved
using customized kernels [52] and incorporated to the
predictor-corrector scheme, in order to analyze their
impact on the global precision and accuracy.

On the other hand, the proposed model will be de-
ployed in real Industry 4.0 scenarios to analyze its per-
formance under non-ideal conditions in future works.
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