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Abstract. The epidemic of COVID-19 has thrown the planet into an awfully tricky situation putting a terrifying end to thousands
of lives; the global health infrastructure continues to be in significant danger. Several machine learning techniques and pre-defined
models have been demonstrated to accomplish the classification of COVID-19 articles. These delineate strategies to extract
information from structured and unstructured data sources which form the article repository for physicians and researchers.
Expanding the knowledge of diagnosis and treatment of COVID-19 virus is the key benefit of these researches. A multi-label
Deep Learning classification model has been proposed here on the LitCovid dataset which is a collection of research articles on
coronavirus. Relevant prior articles are explored to select appropriate network parameters that could promote the achievement
of a stable Artificial Neural Network mechanism for COVID-19 virus-related challenges. We have noticed that the proposed
classification model achieves accuracy and micro-F1 score of 75.95% and 85.2, respectively. The experimental result also indicates
that the propound technique outperforms the surviving methods like BioBERT and Longformer.
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1. Introduction

The novel coronavirus, named SARS COV-2, was
first reported in early December 2019. This is an epi-
demic of respiratory illness called COVID-19. It is a
complex illness and can emerge in several forms and
severity levels risking organ failure and death [1–4].
As the pandemic progresses, cases rise, and patients
experience acute repository problems, causing a large
number of casualties; hence there are several reasons
to be concerned about this viral outbreak [5]. These
lead to an extreme urge indeed to find solutions to
these COVID-19 related problems. Apart from these,
the challenges remain with the humongous amount of
data that researchers and medical practitioners have to
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deal with in fighting this pandemic. Finding a solution
to the problem and guiding the research in the appropri-
ate direction, one of the most important assignments is
the automation in COVID-19 document (article) classi-
fication to speed up the research effort and search pro-
cess. We have used the LitCovid dataset compiled by
the National Institutes of Health (NIH) to explore how
the document classification models can be useful to the
scenario.

This dataset is updated on a daily basis, and new
research papers are assigned and manually categorized
into eight divisions: -General, Transmission Dynam-
ics (Transmission), Treatment, Case Report, Epidemic
Forecasting (Forecasting), Prevention, Mechanism, and
Diagnosis. We have used this LitCovid dataset for mul-
tilevel document classification. Though this dataset con-
sists of various biomedical specialties, it differs from
general biomedical topics such as hallmark of can-
cer [6], chemical exposure methods [7], and diagno-
sis codes [8]. The collective emphasis of the LitCovid

ISSN 1872-4981/$35.00 c© 2022 – IOS Press. All rights reserved.



206 R. Dutta and M. Majumder / Attention-based bidirectional LSTM with embedding technique for classification of COVID-19 articles

dataset upon this COVID-19 pandemic situation dif-
ferentiates it from open-domain data and academic re-
search papers classification, such as IMDB or aRxiv
Academic Paper Dataset (AAPD) [9]. The LitCovid
dataset is a series of 8,000 research articles (as of
10/06/2020) on the novel coronavirus imposes further
challenges as these research articles do not have share
topics.

Classifying a set of documents into an already de-
fined class is a crucial task in Natural Language Pro-
cessing (NLP), having application in several areas like
recommender system [10], spam filtering [11], etc.
Some of the well-known methods of text classification
are rule-based methods such as decision tree classi-
fier [12], statistical methods like the Bayesian classi-
fier [13], and methods based on neural networks [14].
It is difficult to find a universal approach that will con-
sistently work for all classes of text classification, topic
classification, question classification, and sentiment
analysis, etc. Most of the existing researches empha-
sized on the type of phrases or sentences for the clas-
sification and clustering task [15]. These methods did
not consider the relationship between words for solving
text classification problems. But, the classification of
text should be based on all the contexts. Traditional
approaches for text classification have a certain weak-
ness. Deep learning technology [16] has been able to
achieve notable results in many fields, such as speech
recognition [17], and text classification [18] in recent
times. Research findings on deep learning approaches
are one of the two forms in text classification: (1) Neu-
ral network models with word feature vector [19] and
(2) Classification using each other and to the whole
learned word vectors [20]. Deep learning models are of
two types: convolutional neural networks (CNNs) [21]
and recurrent neural networks (RNNs) [22]. CNNs can
only focus on the local responses from the spatial data
but not on the succeeding correlation. On the contrary,
RNNs allow sequential modelling but cannot perform
a parallel way to extract the features. Text classifica-
tion is a sequential modelling task. The sequential RNN
models are mostly used in text classification. But tra-
ditional RNNs are even exploding with greater data
strings against their gradient of vanishing state. A kind
of RNN architecture, long short-term memory (LSTM)
has a hidden memory unit and explains vanishing gra-
dient and gradient explosion problems [23]. LSTM also
plays a pivotal role in NLP. Bi-directional long short-
term memory (BiLSTM) is a further development of
LSTM, which can access preceding and succeeding
contexts. At the same time, LSTM has access to only

the historical context. For this reason, BiLSTM can
work out the sequential problem better than LSTM. A
number of achievements were made to text classifica-
tions by applying LSTM and BiLSTM [24–27]. A high-
dimensional vector as input to LSTM causes a rise in
the network parameter. Embedding operation extracts
the required features and can reduce the dimension of
the vectors. BiLSTM cannot focus on crucial informa-
tion; for this, the attention mechanism can be used to
highlight such info. The combination of these two can
improve upon each other and enhance the classification
accuracy. This article proposed a deep learning archi-
tecture for text classification, which involves BiLSTM
and an attention mechanism (AM).

This research aims to provide an automated way to
segregate articles into medical document repositories
and research article repositories. This research also aims
to a multi-class classification system based on word as-
sociative features. Till now, a relatively small amount of
research works have done on multi-label classification,
especially using the associative classification feature.
The research also compares various classification ap-
proaches based on word frequency, N-gram features,
and syntactic-semantic features.

The rest of the paper is organized as follows: Section
2 represents the literature review. Section 3 describes
the preliminaries of the long short-term memory model.
Section 4 illustrates the proposed attention mechanism
based BiLSTM with word embedding. Section 5 de-
scribes the experimental set up. The result and discus-
sion are presented in Section 6. And the conclusion is
drawn in Section 7.

2. Literature review

LSTM is explicitly used to handle sequential data
in deep learning. In recent times, the range of imple-
mentations for LSTM has grown exponentially. Many
applications were solved by LSTM and its growing ver-
sions to produce desired outcomes. A significant area of
study is the integration of LSTM and other architectures
of neural networks.

The succession of LSTM with the attention layer can
achieve more reliable results. The attention mechanism
is beneficial in the classification problem, sentiment
analysis, question answering, etc., mainly for sequential
context. Lezoray and Cardot suggested a neural net-
work architecture to classify data spread among a high
number of groups [28]. A hierarchical attention-based
network was proposed by Yang et al. for six large-scale
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classification problems [29]. The model consisted of
two components, first to reflect the hierarchical com-
position of texts. Second, the hierarchical model used
two attention layers for document representation, one
for word level and the other for sentence level. Li et al.
revealed a novel model applying a word-level attention
mechanism for statement representations and sentence-
level attention mechanisms for more significant context
modelling [30]. Paulus et al. presented a novel intra-
attention layer in the neural network model that serves
across the input and continuously produced output in-
dividually [31]. It was a unique training approach that
merged reinforcement learning (RL) and supervised
learning. A distinct neural network system called Fu-
sionNet was proposed by Huang et al. that extended
attention mechanisms to focus on three aspects [32].
First, it implemented a forward hidden attention layer
to extract the context’s history using word embedding,
and then it proposed an enhanced attention method
that more usefully employed the “history of word”
idea. Next, it suggested a multi-level attention layer to
achieve the answer in one text (such as a question). The
Bi-Directional Attention Flow (BIDAF) mechanism
was introduced by Seo et al. [33]. It was a multi-stage
hierarchical method that used a bi-directional attention
layer to get the knowledge from context representation.
Daniluk et al. suggested a language model with an at-
tention mechanism that distributed representation for
word, differentiable weight for memory, and encoded
the next-word relationship [34]. A shallow architecture
based neural network for natural language prediction
was suggested in the literature [35]. It obtained excel-
lent results in some parameters on the Stanford Natural
Language Inference (SNLI) dataset.

Luo recommended a deep learning model based on
LSTM and word embedding for clinical text classifica-
tion [36]. Hu et al. introduced an LSTM model based
on the context keywords, which was fine-tuned on vo-
cabulary words. Their model obtained better accuracy
than the baseline LSTM and other machine learning se-
mantic models [37]. Huang et al. determined a part-of-
speech (POS) tagging-based LSTM network to enhance
the sentence representation [38]. An enhanced version
of LSTM called RvNNs to represent the context’s com-
positional semantics was found in the literature [39].
The model used sentence correlation and semantic com-
position to increase classification accuracy. Tang et al.
proposed a model based on the neural network to learn
the document representation feature vector in a bottom-
up fashion [40]. The model first learned sentence rep-
resentation with the convolutional neural network. Af-

Fig. 1. Illustrate the four units of LSTM.

terward, the semantics of sentences and their relations
were adaptively encoded in document representation
with a gated recurrent neural network.

3. Long short-term memory

A recurrent feed-forward neural network that has a
hidden state is called RNNs. The hiding state is trig-
gered at any period of time by the preceding states.
RNNs can manage variable-vector-length sequences
and dynamically sculpt the contextual information.
Long short-term memory is an artificial recurrent neural
network (RNN), can solve the issue of the vanishing
gradient by eliminating the self-connected hidden lay-
ers from memory cells. The storage block uses spe-
cially designed memory cells to store information; dis-
covering and leveraging long-range meaning is more
accessible.

The memory unit helps the network to know when
and how to acquire new knowledge and overlook pre-
vious information. LSTM units are composed of four
factors as shown in Fig. 1; input gate (i), forget gate (f ),
output gate (o), and cell activation vector (c) composed
of partly lost past ct−1 memory and modulated current
(c̃t) memory. t specifies the time of t-th moment.

LSTM calculates the deeply hidden unit ht, given
input xt as follows:

it = σ(Wxixt +Whiht−1 + bi). (1)

ft = σ(Wxfxt +Whfht−1 + bf ). (2)

ot = σ(Wxoxt +Whoht−1 + bo). (3)

c̃t = tanh(Wxcxt +Whcht−1 + bc). (4)

ct = ft ⊗ ct−1 + it ⊗ c̃t. (5)

ht = ot ⊗ tanh(ct). (6)
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Fig. 2. Illustration of LSTM and BiLSTM model.

Where it, ft, ot and ct represent the value of i, f , o
and c at the moment t, respectively.W signifies the self-
updating weights of the hidden layer and b represents
the vector of a bias. σ(.) represents the sigmoid function
and tanh(.) signifies hyperbolic tangent function. The
output for all gates and hidden states are between the
range [0–1]. The operator ⊗ signifies multiplication
with each element in the state.

Graphical representation of a regular LSTM system
can be found in Fig. 2a. Only the historical meaning can
be exploited by a regular LSTM system. However, the
incomplete understanding of the contextual meaning
occurs for the lack of knowledge in further context. The
integration of a forward hidden layer and a backward
hidden layer of BiLSTM are shown in Fig. 2b. BiL-
STM understands the contextual meaning of both the
preceding and succeeding direction. This system has
developed using backpropagation [41].

4. Attention mechanism based BiLSTM with word
embedding feature vector

The proposed technique introduces a unique archi-
tecture by adding BiLSTM with word embedding and
attention layers. The suggested architecture is termed
as attention-based BiLSTM (A-BiLSTM). The embed-
ding layer in A-BiLSTM extracts semantic features for

sentences from the corpus. And then, we integrate a
forward hidden layer and a backward hidden layer to
access all the previous and successive context informa-
tion.

The attention mechanism (AM) for the single word
representation evokes more interest in the terms that
contribute to the meaning of the context and can help
to clarify the semantic of sentences. In A-BiLSTM,
two attention layers process the previous and successive
contextual characteristics, respectively. These charac-
teristics are concatenated together in AM and served
into the classifier softmax. The A-BiLSTM model ar-
chitecture is shown in Fig. 3.

4.1. Word embedding

One-Hot Encoding method represents the context
word in the vector space, though this method suffers
from two downsides; the order of the word is not cor-
rectly maintained and the dimension of the vector is
too high. One-to-one word embedding is more reliable
and efficient compared to One-Hot Encoding. Consider
N is the number of total words present in the text, the
vector representation of m-th word in the text is wrm,
where m belongs to [1–N]. The embedding vector of
each word in the BiLSTM is We. Equation (7) articu-
lates the embedding vector representation of each word
Xm.

Xm =Wewrm. (7)

The word embedding is used in many different ap-
plications in Natural Language Processing (NLP). The
proposed method uses the word2vec embedding frame-
work recommended by Mikolov et al. [42]. Word em-
bedding is a technique for generating word vectors us-
ing the skip-gram and the continuous bag-of-words
(CBOW) model. These models optimize the word vec-
tor space while learning.

4.2. BiLSTM with attention mechanism

Text classification, intuitively, is the retrieval of se-
quential knowledge. The feature sequence obtains from
the embedding layer contains sequential information.
For sequential modelling, BiLSTM is versatile and can
further derive descriptive information from the func-
tional sequences provided by the embedding layer. The
purpose of BiLSTM is to construct a text-level vector
representation of the terms (words). Different words
have different forms of meaning, assigning different
weights to the terms to maintain the context’s sequence
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Fig. 3. The architecture of the A-BiLSTM.

information and the entire text’s sentiment. The method
of emphasis is to assign various weights to the terms
to increase the comprehension of the whole text under
consideration. Hence, BiLSTM and the attention mech-
anism will certainly increase the efficiency of classifi-
cation. BiLSTM gets word annotations by summariz-
ing information of both forward and backward direc-
tions, and thus annotations integrate contextual infor-
mation. BiLSTM comprises forward LSTM (symbol-
ized as

−−−→
LSTM) that reads the feature sequences from

Lc1 to Lc100 and backward LSTM (symbolized as←−−−
LSTM) which reads from Lc100 to Lc1. Formally, the
BiLSTM outputs are detailed as follows:

−→
hf =

−−−→
LSTM(Lcn), nε[1, 100]. (8)

←−
hb =

←−−−
LSTM(Lcn), nε[100, 1]. (9)

An annotation is achieved by the forward hidden unit
(
−→
hf ) and the backward hidden unit (

←−
hb) for a given se-

quence of features Lcn. These units describe the con-
textual information of the entire text and execute the
word embedding. In order, to minimize the influence of
non-keywords, the attention mechanism concentrates
on the features of the keywords and it is considered as

a fully-connected layer and a softmax classifier. The
working principle of the attention mechanism in A-
BiLSTM is detailed below.

The term annotation
−→
hf is used to find −→uf by single-

layer perceptron as an intermediate hidden representa-
tion of

−→
hf . −→uf is calculated as follows:

−→uf = tanh(w
−→
hf + b). (10)

Where weight and bias in the neuron are expressed as
w and b, tanh(.) is a function of a hyperbolic tangent.
To calculate the importance of each term, the model
uses−→uf and a word or term level context vector−→vf . And
then it uses the softmax function to get the normalized
weight −→af of any term. It is formulated as follows:

−→af =
exp(−→uf ×−→vf )∑N

i=1(exp(
−→uf ×−→vf ))

. (11)

Where N is the quantity of terms in the text and
exp(.) is the method of exponential. The word-level
contextual vector −→vf can be interpreted as a high-level
expression of the descriptors over the words and is
initialized at random and studied together during the
process of training.
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Subsequently, a weighted quantity of term annota-
tions −→af is used to represent forward context Fc. The
Fc is a component of the attention layer outcome and
expressed as follows:

Fc =
∑

(−→af ×
−→
hf ). (12)

And←−ab is used to measure the hidden backward unit←−
hb. Similarly, the contextual meaning of the hidden
backward representation Hc is the part of the attention
layer outcome and expressed as:

Hc =
∑

(←−ab ×
←−
hb). (13)

By integrating the forward contextual meaning Fc

and the backward contextual meaning Hc, A-BiLSTM
acquires annotations for a given sequence of features
Lcn.

Finally, S = [Fc, Hc] is obtained as a detailed con-
textual representation. The complete representations
of the context meaning are considered to be the text
classification characteristics. The dropout layer and the
softmax classification layer are used in A-BiLSTM to
generate the probability distribution to accomplish clas-
sification. The objective of the dropout layer is to avoid
overfitting. In order, to test the classification efficiency
of the models, cross-entropy (widely used loss func-
tion) is currently used. It is more beneficial than the
mean square error method. Adam optimizer is selected
in our approach to minimize the loss function of the
network. Adam optimizer has been demonstrated as an
efficient and effective back propagation algorithm that
fine-tunes the model parameters [43]. In the stochas-
tic gradient descent method, the cross-entropy as the
loss function will reduce the probability of a gradient
disappearance. The loss function can be designated as
follows in Eq. (14).

Ltotal = −
1

num

∑
Sp

(14)
[y ln o+ (1− y) ln (1− o)].

Where num is the number of data points for training,
Sp defines the sample of training, y is the sample label,
and o is the A-BiLSTM outcomes.

The overall learning technique (A-BiLSTM) is out-
lined as Procedure 1, where

⊕
denotes the concate-

nation between the further context and the historical
context.

Procedure 1: A-BiLSTM
Input:

D: a collection of LitCovid (COVID-19) dataset, D =
Dt ∪De, where Dt is the training dataset and De is the
testing dataset.
C: a collection of labelled data classes C = {C1, C2,
C3, . . . , C6}
Output:
L: a collection of possible class names assign to De.

Step1: Embedding layer is used to create feature
vectors of Dt with Eq. (7);
Step2: Apply BiLSTM to access current and past
contextual features

−→
hf and

←−
hb from the feature vec-

tors, using Eqs (8) and (9);
Step3: Two attention layers are applied to gain fur-
ther and historical context representation Fc andHc

from the forward and backward contextual features,
using Eqs (12) and (13);
Step4: Integrate the further and historical context
representations to achieve detailed context repre-
sentations (S = [Fc, Hc]).
Step5: The comprehensive context representation is
fed into the softmax classifier to get the correspond-
ing class names (C).
Step6: The loss function is used to fine-tune the
model parameters, using Eq. (14).
Step7: Repeat step 2–6 to learn or train the proposed
model using Dt.
Step8: Testing is performed on De to predict the
possible classes (Lctemp).

The key achievements and uniqueness of A-BiLSTM
are as follows:

1. The distributional word embedding layer is used
for reducing the dimensional space. It separates
semantic low-level features from the raw text.

2. BiLSTM derives contextual information from the
semantic characteristics at the low-level. It can ac-
cess both the preceding and succeeding contextual
information directly from the text.

3. In BiLSTM, the forward hidden layer and back-
ward hidden layer use their respective attention
mechanism. The layers of the attention mecha-
nism in A-BiLSTM allow interpretation of text
semantics vectors in more detail.

5. Experiments

Experiments are conducted to determine the effi-
ciency of the proposed text classification approach on
the COVID-19 dataset (LitCovid).



R. Dutta and M. Majumder / Attention-based bidirectional LSTM with embedding technique for classification of COVID-19 articles 211

5.1. LitCovid dataset

The LitCovid dataset1 is a list of recently released
PubMed papers that are specifically linked to the novel
Coronavirus. It includes upwards of 14,000 research
papers, and about 2,000 new articles are published per
week [44]. This dataset is a rich resource to keep re-
searchers up to date with the latest crisis of COVID-19.
We have taken 8,002 articles from the originally 14,000
plus papers for our classification task.

In the LitCovid dataset eight topics (classes) are
identified, these are Prevention, Treatment, Diagnosis,
Mechanism, Case Report, Transmission, Forecasting,
and General. In this pandemic situation, it is essential to
highlight and classify the most crucial classes for taking
the necessary precautionary measures and knowledge
transfer. Hence, we have given importance to the Covid
related classes and excluded General and Forecasting
for our consideration. We split the LitCovid dataset into,
training and testing with the ratio 8:2 and 80789 tokens
are considered as our vocabulary size |V |.

5.2. Argument settings

Our study provides micro-F1, as µF1 score to ob-
tain the average efficiency of the multi-label document
classification model. µF1 score helps to compare the
performance of the proposed model with the other clas-
sification models prominently. The input sequence Xm

is used to define m-th word embedding. It is the dis-
tributed representation of words in an input sentence
during A-BiLSTM training [45]. The scale of the word
embedding is 100. The BiLSTM memory dimension is
set to 128. For the training datasets, the batch size is set
as 50. The withdrawal rate for the dropout layer is 0.5.
The back propagation algorithm and Adam’s stochastic
optimization process are used to train the network over
time. After completion of each training iteration, the
network is tested on validation data.

5.3. Feature vector

The most crucial aspect of document or article classi-
fication is to transform the text into a vector containing
the word frequencies, grammatical feature, syntactic
feature, n-gram feature, and semantically associative
classification features. These feature vectors can be pro-
duced in many ways [46]. To determine which features

1https://github.com/dki-lab/covid19-classification.

provide the best accuracy for our classification problem,
we have analyzed multiple techniques for the same as
discussed below.

Bag of words: The Bag of Words model is applied
to represent the text by transforming it into a bag of
words (BOW), which keeps counting the total occur-
rences of each word in a vocabulary. It is a way of ex-
tracting features from the text. The vocabulary includes
words, word sequences (token n-grams), or letter se-
quences (character n-grams) [47]. In this feature, each
vocabulary word is represented with a numerical value.

Term Frequency-Inverse Document Frequency: (TF-
IDF): TF-IDF is still the most basic model to repre-
sent the documents. The tfij parameter is defined as
the number of times the term i appears in document
j. The greater value of tfij means the term i is more
significant. The dfi parameter is the number of the doc-
ument in which the term i occurs. The higher value of
i occurs more frequently. If term i can be recognized
as important for document j, it should have a large TF
(tfij) and a small IDF (dfi). Here, TF-IDF is defined
by Eq. (15).

TF-IDFij = tfij ×
(

N

dfi + 1

)
. (15)

N-grams: An extension of the bag of words is the N-
grams. An N-gram is a contiguous sequence of n-terms
in a corpus.

Word2vec: Word2Vec is a shallow neural network
model of two layers used to learn term associations
from a large context. It takes a large corpus as input and
creates a set of vectors. The term vectors are arranged
such a way that they share similar definitions or seman-
tically equivalent in the corpus and close to each other
in the vector space. Word2Vec is a predictive model for
learning word embeddings from raw text.

It can be implemented as, Continuous Bag-of-Words
(CBOW) architecture, shown in Fig. 4a, and Skip-Gram
architecture, shown in Fig. 4b.

6. Results and discussions

In this section, we have evaluated the efficiency of
our proposed method and compare it with the existing
systems on the same dataset.

During a severe viral outbreak such as this pandemic,
the classification models must deliver accurate results
for attaining necessary precautionary measures. Since
biomedical article tagging is a very time-consuming
process, so, automatically tagging and achieving maxi-
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Fig. 4. Architecture of Word2vec model.

mum accurate output is essential in this situation. We
have designed a scheme based on BiLSTM and atten-
tion layers with different features like n-grams, Bag-
of-word, tf-idf, and word2vec. Subsequently, we have
found the accuracy and µF1 score for each classifica-
tion scheme. The assessed result for each model with
different feature dimensions is depicted in Table 1.

In Table 1, we have depicted that the BiLSTM in-
cludes various features namely: 2-gram, 3-gram, Bag-

Table 1
Experimental results on LitCovid dataset

Model name Feature name
Accuracy

(%)
µF1
score

Bi-LSTM W2V(100) 69.25 80.2
Bi-LSTM + attention W2V(100) 75.95 85.2
Bi-LSTM TF-IDF (5000 ) 51.76 73.1
Bi-LSTM + attention TF-IDF (5000 ) 56.34 74.5
Bi-LSTM BOW (5000 ) 51.44 72.2
Bi-LSTM 2-gram 56.86 73.9
Bi-LSTM 3-gram 53.66 73.1

of-word, tf-idf, and word2vec, and obtains the µF1
scores 73.1, 73.9, 72.2, 73.1, and 80.2, respectively.
Furthermore, we have observed a remarkable µF1 score
when the attention layers are included in BiLSTM
(namely A-BiLSTM) with word2vec. The µF1 scores
for A-BiLSTM with the features tf-idf, and word2vec
are 74.51, and 85.25, respectively.

We have shown a comparative study of our pro-
posed model A-BiLSTM with the models (BioBERT
and Longformer) presented by Gutierrez et al. in Ta-
ble 2 [44].

BiLSTM can view both the previous and subsequent
qualitative information in contrast to LSTM. Therefore
it can recognize the meaning of each word in the text
more efficiently. The emphasized method is specifi-
cally used to describe the effect of every word of the
sentences.

In our classification model, the input sequence Xm

is used to define m-th word embedding. It is the dis-
tributed representation of words in an input sentence
during A-BiLSTM training. The scale of the word em-
bedding is 100 whereas the other two models Long-
former and BioBERT used embedding with size 512.
In our training the batch size is set as 50, on the other
hand, Longformer and BioBERT used batch size 6 and
5 respectively. In our case, the withdrawal rate for the
dropout layer is 0.5 whereas in the other two models
the withdrawal rates were 0.2 and 0.1 respectively.

The back propagation algorithm and Adam’s stochas-
tic optimizer are used to train the network over time.
The Longformer and BioBERT used Adam optimizer
with a linear warmup (1000 steps) and linear decay
(AdamW). The learning rate of our proposed model is
0.001 while, in the other two models, it was 2× 10−5.
The number of trainable parameters of our proposed
model (A-BiLSTM), Longformer, and BioBERT are
19M, 148M, and 108M respectively.

From Table 2, we have observed that our proposed
model A-BiLSTM achieved higher accuracy and micro-
F1 score than the surviving models.
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Table 2
Comparative study of the proposed model with existing models on LitCovid dataset

Model name Parameter selection
Learning

rate
Number of
parameters

Accuracy
(%)

µF1
score

Bi-LSTM + attention (proposed model) Embedding: 100 0.001 ∼ 19M 75.95 85.2
Batch size: 50
Dropout: 0.5
Optimizer: Adam stochastic
Activation function: “softmax”

Longformer Embedding: 512 2× 10−5 ∼ 148M 69.20 80.7
Batch size: 6
Dropout: 0.2
Optimizer: AdamW
Activation function: “GeLU”

BioBERT Embedding: 512 2× 10−5 ∼ 108M 68.50 81.2
Batch size: 3
Dropout: 0.1
Optimizer: AdamW
Activation function: “GeLU”

Fig. 5. Comparison of proposed technique with existing techniques.
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A comparative study of A-BiLSTM, Longformer,
and BioBERT in terms of accuracy and loss function
on the validation dataset are shown in Fig. 5a and 5b
respectively.

7. Conclusion

This paper introduces a deep learning based multi-
label classification system, called A-BiLSTM, for
COVID-19 article classification. The embedding layer,
BiLSTM, and attention mechanism with different iden-
tified candidate features are used to enhance the perfor-
mance of the classifier. By efficiently classifying and
categorizing the relevant documents (research articles)
into appropriate classes the proposed system can help to
deal with the crisis of novel Coronavirus and direct the
research into a proper direction so that treatment and di-
agnosis of COVID-19 virus can be speed up and neces-
sary precautionary measure can be taken. To test the ef-
ficiency of our proposed method, experiments have been
carried out on the LitCovid dataset which is a collection
of research articles related to the novel Coronavirus,
where articles are labelled with different classes. The
comparative study reveals that the proposed technique
outperforms the state-of-the-art surviving approaches.
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