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Abstract

Nowadays, People share their opinions through social media. This information may be informative or non-informative. To filtering the informative information
from the social media plays a challenging issue. Nevertheless, in social media especially when a disaster been occurs the peoples will interact more on that
particular disaster event. They share their opinion through some textual information such as tweets or posts. In this work, we are proposing a generalized
approach for categorizing the informative and non-informative on twitter media. We collected the seven natural disaster events from the crisisNLP. These
datasets are different disaster events which contains the peoplée's opinions on that specific event. We preprocess the information which converts the tweet
information into machine understandable vectors. These vectors been processed by the different machine learning algorithms. We consider the individual
performance of each ML algorithm on different disaster datasets upon chosen the best five algorithms for voting techniques. We tested the performance with
matrices such as accuracy, precision, recall and f1-score. We compared our results with existing models in which our proposed model performed better than
other existing state of art models.

1. Introduction

In General, Twitter is a place where you can share your information to an individual or group of people via tweets. Twitter can use as a source of data in
current and historical for social science but it can also be used traditional data repository in social media networks. The present statistics, there are 500
million tweets per day from the 316 million active users in monthly. This tweet information may be informative or non-informative that depends on the tweet
text which posted by the individual people opinion. The tweet information during some natural disaster informative tweet text, which helps under many
circumstances.

In most of the related works, the collected information either in text or images formats. Most of the related works in present era is existed on textual
information related to ethical, legal, retrieving datasets, cost, spam, unknown, representivity[1,2] etc. In Twitter, The tweet information is collected from the
tweet APL[6] which provides twitters API, API key, and Bear token. By make use of these credentials we can collect the tweet information by using relevant
hashtags. In disasters, many people wants share their opinions or personal information or past experience information related to current crisis or some
emergency information. This information category is challenge because tweet text contains some other information like usernames, hashtags, URLs, special
characters; even some tweets are in some other languages based on disaster location. In present Covid pandemic, few literatures works on covid tweets to
identify the situational tweets using new approaches[9,10] such as BERT transformers and deep learning algorithms with majority voting and stacking
approaches.

In Social Media, identification of damage assessment [9, 21] is one of the important aspects. The tweets posted during any disaster the information play a key
role in identification of satiation in for place. The information will around in the world so that some impact on daily routine. Moreover, these information
process to categorizing informative or not is also important during natural disasters. The table [1] shown detailed tweet information of different disaster
events[12,25] in 2017 year. In past, some literatures focus on various damage assessments [20-22] with manual annotators [27, 28] which categorizes tweet
information. They also tested with non-disaster datasets used cricket hashtags #indvspak[2]. Nevertheless, they followed a step approach in which the step is
manual classification with annotators[22], after that the collected informative information from the tweet text. In some other related work, the authors [3, 8]
proposed new framework to extract the situational information by decision making process by the annotators[29]. Moreover, they considered both english and
non-english(Hindi language) tweets for various disaster events such as HDBlast, UFlood, SHShoot, Hagupit, NEquake, HDerail.

Table 1: Sample data about crisis disaster event

Tweet information

Informative:

* RT @Live5News: New track puts Hurricane Irma near SC coast by Monday as Cat. 2 or 3 https://t.co/111B28ikoF #chsnews https://t.co/WIl46t16Gs
« Tropical Storm Harvey is barely moving, causing MAJOR flooding issues for areas like Houston. https://t.co/TWLMmNBcqZ

Non-Informative:

+ Harrowing footage shows plane flying through Hurricane Irma https://t.co/zwn45Y0YpT https://t.co/pi4dFcWK4Ld

* RT @_SusanCarroll: Photo from Jonell Soto in South Houston #Harvey https://t.co/v2YB4DeKAL

The detailed summary of the proposed work as follows:

* We collected datasets from CrisisMMD (Multimodal Crisis Dataset), this CrisisMMD consists of seven disaster event datasets namely hurricane irma,
hurricane Harvey, Hurricane Maria, California wildfires, ,mexico earthquake, iraq iran earthquake and sri lanka floods.

¢ Each disaster dataset consists of tweet information such as informative and non information. The damage assessment had been categories into
informative based on human damage and infrastructure damage. In human damage assessment which includes the features such as affected
individuals, injured or dead people, missing or found people where as infrastructure damage assessment which includes the features infrastructure, utility
damage. Some information which was irrelevant such information had been categorized into non-informative information. In dataset description
described in table 3.

¢ In this work, we pre-process the tweet information by using pre-processing techniques with a pre-trained BERT tokenizer to convert text information to
number of words. After preprocesses the tweet text, each tweet information been converted into some fixed length of words and each word size is greater
than 2.
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¢ In Next Stage, we applied vectorization techniques which converted words into vector representation using such as countvectorizer, tf-idf, word2ve and
glove.

« In final stage, we tested different ML models on each vectorization technique and taken into consider of best top five ML models for voting and also we
compared our results to other state of art models.

2. Related Work

Many of the researchers working with disaster events on twitter data. They used different techniques in exploring the data in natural disaster in some of the
crisis. In this session, we discuss the numerous conventional methods that have been employed to evaluate the harm caused by natural disasters.

2.1 Machine learning related work

In the event of a natural disaster, the authors Muhammad Imran et al.[1] suggested extracting meaningful information from social media content. To
categorize the text, they collected a variety of Twitter datasets. Additionally, they experimented using cricket hashtags #indvspak with non-disaster datasets.
However, they used a step-by-step methodology, with the first step being manual classification with annotators, followed by the collection of instructive data
from the tweet content. The information was divided into three categories by the annotators: personal, instructive, and other information. The authors Imran M
et al.[3] suggested an automatic method for information extraction during disasters. The authors concentrated on informational gems from the microblog
post in this work.

Firoj Alam et al.[4] authors collected CrisisMMD Datasets related to multimodel twitter datasets from different natural disasters. In this related work, authors
proposed 3 types of annotations which address the useful information about crisis response and damage assessment tasks for different humanitarians. Firoj
Alam at al.[5] authors performed analysis on collected three datasets on three events Hurricanes Harvey, Irma, and Maria during natural disasters. The

random forest classifier categories 5 labels such as “Very Negative”, “Negative”, “Neutral”, “Positive” and “Very Positive”. The classifier performance 80.7 %
accuracy consists of fine-grained sentimental labels for 215,154 phrases in the parse trees of 11,855 sentences.

The CrisisMMD Datasets linked to multimodal Twitter datasets from various natural disasters were gathered by Firoj Alam et al. [4] writers. In a companion
article, the authors suggested three alternative sorts of annotations that would provide various humanitarians with relevant details on crisis response and
damage assessment activities. Three datasets on the three events Hurricanes Harvey, Irma, and Maria during natural disasters were analyzed by Firoj Alam et

al. [5] writers. Five labels, including "Very Negative," "Negative," "Neutral," "Positive," and "Very Positive," are categorized by the random forest classifier. Fine-

grained emotive labels for 215,154 phrases in the parse trees of 11,855 sentences make up the classifier's performance of 80.7% accuracy.
2.2 BERT based related works

Bert transformers are the most often used and perform better than DL and ML techniques, according to recent study. There are numerous models, including
CT-Bert, Bert, Roberta, and distilbet. Malla, S., and Alphonse et al.'s[10,11] proposal was to use an ensemble approach with voting majority and various bert
algorithms, including Bert, Roberta, and CT-Bert, to discover covid information. For the classification of tweeters, Madichetty, S. et al.[12] suggested a neural-
based solution utilizing DL methods and a fine-tuned Roberts pre-trained model. Authors compared the outcomes with DL models like CNN, LSTM, BLSTM,
and BLSTM with attention.

In our work, we made a new attempt that tokenization with different word embedding techniques such as count vectorizer and TF-IDF which improves the
other state of art models. In evolution, we compared the proposed models with different ML classifiers such as LogisticRegression(LR),
SupportVectorMachines(SVM), DecisionTree(DT), KNeighborsClassifier(KN), RandomForest(RF), Gaussian Naive Bayes(GNB) and XGBoost (XGB).

3. Dataset Description

We collected disaster event datasets from CrisisNLP. The NLP data is multi-model twitter data (CrisisMMD) which contains seven natural disaster events such
as wildfires, floods, earthquakes etc. Each dataset contains the information which is related to particular natural disaster tweet information. The detailed
information about each dataset is shown the below table [3]

Table 2
CrisisMMD Datasets
SNO Disaster name # tweets # filtered tweets  #informative tweets  Year
1 Hurricane Irma(HI) 3,517,280 4521 584 2017
2 Hurricane Harvey(HH) 6,664,349 4443 616 2017
3 Hurricane Maria(HM) 2,953,322 4562 422 2017
4 California wildfires(CW) 455,311 1590 365 2017
5 Mexico Earthquake(ME) 383,341 1382 274 2017
6 Irag-Iran Earthquake(ll) 207,729 598 169 2017
7 Sri Lanka Floods(SL) 41,809 1025 90 2017
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4. Proposed Work

In this section, we are describing the detailed methodology of the proposed methods to detect the informative over tweet information during the natural
disaster. The proposed method implementation as shown in step sequences

4.1 Pre-Processing
The following pre-processing techniques are used on the tweet information before the feature vector generation

¢ The tweet information was converted into lower case letters

¢ In text cleaning, we have removed the unwanted text information such as removal of hashtags, URLs, digits, punctuations and stop words
¢ We also removed the works which having length 2

¢ Tweet converted to tokens using lemmatization and tokenization process

¢ Converted the tweet text into fixed length of words by applying post padding technique

4.2 Feature extraction

The main problem with the text is that it is not a fixed length text and unstructured So that to convert variable length to fixed length vectors many new
approached been introduced. In feature extraction there are many approached that converts the tokens into the numeric constants. In this work, we applied
vector based approaches which provides semantics to the text. In this section, the detailed feature extraction techniques are discussed in below

Bag of words: Machine learning or deep learning models works with numeric values rather than textual data. By using bag-of-words technique we can convert
a text into an equivalent vector. The vector is generated based on the dictionary size if word not available then for those words it assigns a fixed value.

Term frequency and inverse term frequency: In this approach, the weight is given to both word as well as documents. The term frequency refers to number of
times word appears in the document divide by the number of words.

Word2vec: In this model, a word is represented [14] as a feature vector in vector space. The algorithm is combination of CBOW and skip-Gram. Initially, for
each for a random number is assigned with a large corpus. Each word will iterate form the document and collect the nearest vector to that particular word on
either side and concatenate all those vectors then forwarded through linear+ softmax function. It computes the error between actual and estimated values and
back propagate the error then modify the weights of the linear layer and also the vectors or neighbor embedding words. Finally, we will extract the hidden layer
weights means of words in the vocabulary. We also tested with different parameter out of which the following parameter outperforms with related parameters
shown in table [3-9].

Glove: Global Vectors is based on matrix factorization techniques [15] on word-context matrix developed by Stanford University in year 2014. Word-context
matrix is a co-occurrence matrix that derives the semantic relationship between words i.e, conditional probability of words coming together in a corpus. We
used glove word embedding from kaggle which contains large corpus with 4 different embedding representations in which 6 billion tokens with 50,100,150
and 200 features out of which 100 dimensions shown out performed shown in table [3-9].

4.3 Ensemble approach:

In ensemble approach, it combines the group of set of diverse models in to a single model. This machine learning models gives a better performance than the
individual models. There are different ensemble techniques such as bagging [16] and boosting [18, 19]. In proposed model, we have used boosting technique
[17] such XGBoost algorithm that combines the multiple decision trees. In this approach, multiple subsets are created from the original dataset. Each subset of
data will create a model and model run in parallel which independent to each other. The final result of prediction will be obtained by combining the results of
all predicted models.
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Algorithm: Proposed Method based on majority based Ensemble Technique
Input: Tweet text
Output:

Tweet-prediction (0, 1)

Labels:

0: Non-informative tweets related to natural disasters
1: Informative tweets related to natural disasters
ML-1: An array of LR model predicted values (0 or 1 predicted values) // Trained Models
ML-2: An array of SVM model predicted values (0 or 1 predicted values)
ML-3: An array of KNN model predicted values (0 or 1 predicted values)
ML-4: An array of RF model predicted values (0 or 1 predicted values)
ML-5: An array of XGB model predicted values (0 or 1 predicted values)
T: Test Data (Y, Y")

Input: T, ML-1, ML-2 ML-3 ML-4ML-5 // Machine learning models

Steps:
K=1
While K<= length(T) do
Prediction_Tweet = Majority _Voting( ML-1{K),ML-2(K).ML-3(K),ML-4(K),ML-5(K) )
K=K+1 // Next Prediction
END While
Output: Prediction_Tweet(0,1)

4. 4 Evaluation measures:
To evaluate the performance of the proposed models, standard metrics are used for classification tasks, such as
Accuracy, Precision, Recall, F1-Score.
a) Accuracy (Acc): It is the number of tweets that were correctly predicted divided by the total number of
predicted tweets.
(TP + TN)
(TP + FP + FN + TN)
b) Precision (Pre): It is the proportion of positive predictions that are truly positives.
TP
(TP + FP)
c) Recall (RC): It is the proportion of actual positives that are correctly classified.
TP
(TP + FN)
d) F1-Score (F1): It is the harmonic mean of precision and recall.
2 % Precision x Recall
( Precision + Recall)

Accuracy =

Precision =

Recall =

F1 — Score =

4.5 Experimental results and analysis:
4.5.1. Base-line machine learning approaches:

Table 3: Performance of different machine learning algorithms on Dataset 1

Datasets CountVectorizer TF-IDF Word2Vec Glove
Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1
HI-LR 8225 80.76 8243 8159 8034 8132 8024 8078 8154 78.67 81.82 80.21 80.11 77.45 80.13 78.77

HI-SVM 8243 8335 8286 8310 825 83.56 82.67 8311 80.63 7936 8036 79.86 79.12 8232 79.13 80.69
HI-DT 7413 7836 7423 7624 79.42 7865 79.12 7888 7446 73.1 7462 7385 79.1 78.9 79.3 79.10
HI-KNN 68.35 7576 68.76 7209 79.63 76.28 7998 7809 8127 79.48 8161 8053 8173 80.27 81.17 80.72
HI-RF 80.8 791 80.1 79.60 82.1 83.25 8237 8281 8236 81.1 82.6 81.84 8324 8337 8315 8326
HI-GNB 59.47 7479 59.26 66.13 69.15 7448 69.51 7191 7216 7438 7248 7342 723 7584 7214 7394
HI-XGB 81.2 79.73 8159 80.65 825 80.84 8216 8149 80.15 7858 8095 79.75 8295 8148 8249 81.98

Evaluation T: The performance of the dataset-1 Hurricane Irma(HI) with various ML models with different vectorization and word embedding techniques which
shown in table [3]. It shown that accuracy was improves such as CountVectorizer with SVM accuracy 82.43%, TF-IDF with SVM & XGB is accuracy 82.50%,
word2vec with LR accuracy 81.54%, Glove with RF accuracy 83.24% respectively. In consideration of other matrices such as precision, recall and f1-score
performed differently for different algorithms.

Table 4: Performance of different machine learning algorithms on Dataset 2
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Datasets  CountVectorizer TF-IDF Word2Vec Glove
Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1

HH-LR 80.31 80.23 7824 7922 8134 8535 8123 8324 8054 8123 7832 7975 7912 7824 79.42 78.83
HH-SVM 81.24 7878 7635 7755 8225 8565 8277 8419 8223 8238 8172 8205 8032 80.83 8025 80.54
HH-DT 78.87 8023 78.67 79.44 8323 83.64 8367 8365 76.23 77.02 76.09 7655 7437 7324 7489 74.06
HH-KNN 56.65 80.47 56.34 66.28 80.36 79.23 80.64 7993 80.34 79.23 80.82 80.02 80.14 81.63 80.17 80.89
HH-RF 7223 7413 70.57 7231 8235 8475 8223 8347 8334 8312 8365 8338 8376 8375 8323 8349
HH-GNB 59.23 7642 59.67 67.01 6832 7512 6872 71.78 7424 7712 7441 7574 7513 7532 7553 7542
HH-XGB 8223 7842 8265 8048 8535 8525 8578 85.51 8476 8436 84.78 8457 83.89 8212 8385 8298

Evaluation 2: The performance of the dataset-2 Hurricane Harvey(HH)) with various ML models with different vectorization and word embedding techniques
which shown in table [4]. It shown that performance was improved with XGB algorithms compared with other ML models.

Table 5: Performance of different machine learning algorithms on Dataset 3

CountVectorizer TF-IDF Word2Vec Glove

Datasets  Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1

MM-LR 8145 81.89 79.23 80.54 8122 824 81.24 8182 76,52 7513 7472 7492 7556 7423 7256 73.39
MM-SVM 8223 81.24 8065 8094 8234 8242 8222 8232 7912 7814 7641 7727 7612 7512 7312 7411
MM-DT 7713 7642 7575 76.08 8023 79.12 80.12 79.62 6812 66.89 66.12 6650 71.14 69.86 69.2 69.53
MM-KNN  68.41 7156 71.78 71.67 798 79.34 7912 7923 7631 7521 712 7315 7286 7224 67.53 69.81
MM-RF 81.6 80.4 79.56 79.98 80.52 8036 7642 7834 80.13 80.56 7714 7881 76.45 7534 7324 7428
MM-GNB  60.4 67.46  66.3 66.87 7345 7212 68.4 7021 7224 7131 7164 7147 6823 67.12 68.2 67.66

MM-XGB 81.21 8032 79.23 79.77 6535 6625 6745 6684 79.54 7875 7612 7741 7712 7656 7421 7537
Evaluation 3. The performance of the dataset-3 Hurricane Maria(HM) with various ML models with different vectorization and word embedding techniques
which shown in table [5]. It shown that accuracy was improves such as CountVectorizer with SVM accuracy 82.23%, TF-IDF with SVM is accuracy 82.34%,
word2vec with RF accuracy 80.13%, Glove with XGB accuracy 77.12% respectively. In consideration of other matrices such as precision, recall and f1-score
performed differently for different algorithms.

Table 6: Performance of different machine learning algorithms on Dataset 4

Datasets  CountVectorizer TF-IDF Word2Vec Glove
Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1

CW-LR 79.25 7551 79.61 77.51 79.14 6247 79.62 70.01 7915 77.52 7937 7843 7515 7262 7558 74.07
CW-SVM  79.25 76.48 79.58 78.00 80.63 7847 80.15 7930 79.25 6225 79.14 69.69 7462 5514 7437 63.33
CW-DT 68.15 7237 68.48 7037 7541 69.47 7525 7224 6451 7022 6452 6725 6537 6626 6574 66.00
CW-KNN 7337 7337 7335 7336 7826 7225 7862 7530 79.26 7426 79.15 76.63 7485 6815 7441 71.14
CW-RF 80.63 7723 8047 7882 8025 7836 80.36 79.35 8125 80.14 8141 8077 76.15 79.15 76.25 77.67
CW-GNB 65.32 70.25 6547 6778 6524 69.47 65.1 67.21 69.26 7217 6938 70.75 7283 7071 7217 71.43
CW-XGB 79.37 7674 794 78.05 80.27 76.48 80.36 7837 80.51 80.37 7851 79.43 7548 7127 7544 73.30

Evaluation 4: The performance of the dataset-4 California wildfires (CW) with various ML models with different vectorization and word embedding techniques
which shown in table [6]. It shown that accuracy was improves such as CountVectorizer with RF accuracy 80.63%, TF-IDF with SVM is accuracy 80.63%,
word2vec with RF accuracy 81.25%, Glove with RF accuracy 76.15% respectively. In consideration of other matrices such as precision, recall and f1-score
performed differently for different algorithms.

Table 7: Performance of different machine learning algorithms on Dataset 5
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Datasets  CountVectorizer TF-IDF Word2Vec Glove
Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1

ME-LR 76.6 7536 7636 7586 76.14 80.65 7336 76.83 7314 71.64 7331 7247 7657 7351 76.74 75.09
ME-SVM 7747 7753 7783 7768 7825 7858 7311 7575 7514 7774 7531 76.51 77.36 83.14 77.57 80.26
ME-DT 7036 68.83 7037 69.59 7127 6948 7173 70.59 69.16 6827 69.48 6887 70.15 70.15 70.15 70.15
ME-KNN  70.72 66.26 70.27 68.21 7487 7438 7259 7347 7458 7369 7444 7406 7754 7625 77.58 7691
ME-RF 7443 7137 7459 7294 7448 79.26 7473 7693 7442 7348 7438 7393 80.16 83.2 80.15 81.65
ME-GNB  69.15 70.48 69.48 69.98 6816 69.37 6858 6897 6638 67.73 6647 67.09 71.63 7147 7136 7141

ME-XGB  75.58 7352 75,58 7454 793 80.5 7805 7926 7625 7558 76.84 7620 76.14 7537 77.62 76.48
Evaluation 5. The performance of the dataset-5 Mexico Earthquake(ME) with various ML models with different vectorization and word embedding techniques
which shown in table [7]. It shown that accuracy was improves such as CountVectorizer with SVM accuracy 77.47%, TF-IDF with XGB is accuracy 79.30%,
word2vec with XGB accuracy 76.25%, Glove with RF accuracy 80.16% respectively. In consideration of other matrices such as precision, recall and f1-score
performed differently for different algorithms.

Table 8: Performance of different machine learning algorithms on Dataset 6

Datasets CountVectorizer TF-IDF Word2Vec Glove
Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1
I-LR 87.12 86.34 88.43 8737 87.87 8823 8732 8777 8631 8163 8686 8416 8423 7552 84.67 79.83

[I-SVM 88.25 89.17 8837 8877 8856 9044 8835 8938 87.13 8856 87.67 8811 8775 751 87.3 80.74

II-DT 8524 8222 8524 8370 8823 8724 8878 8800 8232 8335 8212 8273 7812 7935 7813 7874
[I-KNN 7742 8023 7722 7870 8812 9042 8835 8937 7521 7812 7513 76.60 86.34 81.13 86.78 83.86
II-RF 89.12 90.12 89.14 89.63 8892 86.23 8887 8753 8856 90.53 8827 8939 88.15 8726 8813 87.69
II-GNB 83.46 83.63 8376 83.69 8514 8075 8547 8304 8814 8612 8832 8721 7821 8414 7812 81.02

[I-XGB 85.12 80.24 8525 8267 8546 8212 8535 8370 88.15 86.16 8874 8743 8813 87.14 88.67 87.90

Evaluation 6: The performance of the dataset-6 Irag-Iran Earthquake (II) with various ML models with different vectorization and word embedding techniques
which shown in table [8]. It shown that accuracy was improves such as CountVectorizer, TF-IDF, word2vec and Glove with RF accuracy 89.12%, 88.92%,
88.56%, 88.15% respectively. In consideration of other matrices such as precision, recall and f1-score performed differently for different algorithms.

Table 9: Performance of different machine learning algorithms on Dataset 7

Datasets CountVectorizer TF-IDF Word2Vec Glove
Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1 Acc Pre RC F1
SL-LR 9226 9236 9273 9254 9236 9225 9226 9225 9261 9222 9212 9217 9125 9137 91.71 91.54

SL-SVM 9373 9358 9395 9376 93.85 93.84 93.58 9371 9348 93.59 9395 9377 9227 9238 9226 9232
SL-DT 88.56 86.73 8858 8765 9158 9152 9148 9150 8851 8874 8815 8844 8648 86.26 86.47 86.36
SL-KNN 84.47 8785 8473 86.26 93.27 9359 9328 9343 8222 8247 828 82.63 89.17 89.72 89.23 8947
SL-RF 9537 9584 9585 9584 9376 93.69 9337 93.53 9258 9295 9226 92.60 93.69 9347 9348 9347
SL-GNB 86.47 87.7 86.36 87.02 9128 9169 914 91.54 90.48 90.47 90.69 90.58 89.47 89.62 89.26 89.44
SL-XGB 87.6 86.8 8235 8452 8758 8868 8725 8796 902 90.25 90.58 90.41 9336 9325 935 93.37

Evaluation 7: The performance of the dataset-7 Sri Lanka Floods(SL) with various ML models with different vectorization and word embedding techniques
which shown in table [7]. It shown that accuracy was improves such as CountVectorizer with RF accuracy 95.37%, TF-IDF with SVM is accuracy 93.85%,
word2vec with SVM accuracy 93.38%, Glove with RF accuracy 93.69% respectively. In consideration of other matrices such as precision, recall and f1-score
performed differently for different algorithms.

Table 10: Performance of ML models with various embedding techniques
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SNO Data Set Algorithms Acc Pre RC F1

1 Hurricane Irma(HI) Glove -XGB 83.24 83.37 83.15 83.26
2 Hurricane Harvey(HH) TF-IDF-XGB 85.35 85.25 8578 85.51
3 Hurricane Maria(HM) TF-IDF-SVM 8234 8242 8222 8232
4 California wildfires(CW) ~ Word2Vec-RF  81.25 80.14 81.41 80.77
5 Mexico Earthquake(ME)  Glove-RF 80.16 83.2 80.15 81.65
6 Irag-Iran Earthquake(ll) CV-RF 89.12 90.12 89.14 89.63
7 Sri Lanka Floods(SL) CV-RF 95.37 95.84 9585 9584

In the evaluation of different datasets with various ML models performed significantly differ from one to other. The above Table [10] shows that dataset-1 with
Glove with XGB algorithms out performed compared with the other ML models. Similarly for remaining datasets 2,3,4,5,6 and 7 TF-IDF with XGB, TF-IDF with
SVM, word2Vec with RF, Glove with RF, CV with RF and CV with RF accuracy respectively.

4.5.2 Proposed Methodology

In the proposed method, we consider the best performed vectorization technique along with better performed ML model chosen for the majority voting. We
also tested different vectorization with different ML model with significantly not improves. In this work, TF-IDF with LR, SVM, KNN, XGB and RF ML models
performance shown in table [11].

Table 11: Performance of proposed work

SNO Data Set Acc Pre RC F1

1 Hurricane Irma(HI) 82.35 80.63 8216 81.39
2 Hurricane Harvey(HH) 85.58 83.16 85.27 84.20
3 Hurricane Maria(HM) 82.26 80.71 79.83 80.27
4 California wildfires(CW)  80.72 81.48 79.84 80.65
5 Mexico Earthquake(ME) ~ 79.92 79.8  78.73 79.26
6 Irag-Iran Earthquake(ll) 88.47 8741 88.58 87.99
7 Sri Lanka Floods(SL) 93.85 91.15 93.58 92.35

4.5.3 Comparison between proposed methodologies with existing state of art models on CrisisMMD

In this work, We observed that, different ML models on different disaster events performs significantly differ. The table [10] shown that a single model is not
achieved better performance than the other models. In the experimental investigation, we tested datasets with different vectorization techniques such as
Countvectorizer, TF_IDF, word2vec and glove. In this investigation, all vectorization techniques are significantly differ with different datasets. The table [10]
shown that performance of the different ML model with different vectorization techniques on different natural disasters are significantly differ.

Table 12: Comaparsion between proposed work with existing works
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Dataset

Hurricane Irma(HI)

Hurricane Harvey(HH)

Hurricane Maria(HM)

California Wildfires(CW)

Mexico Earthquake(ME)

Iraq—-Iran Earthquake(ll)

Sri Lanka Floods(SL)

Authors

Imran et al. [26]

HI Rudra et al. [25]

Alam et al. [24]

Abinav et al. [23]

Firoj et al. [22]
Sreenivasulu M et al.[21]
Proposed Method

Imran et al. [26]

Rudra et al. [25]

HH Alam et al. [24]
Abinav et al. [23]

Firoj et al. [22]
Sreenivasulu M et al.[21]
Proposed Method

Imran et al. [26]

Rudra et al. [25]

HM Alam et al. [24]
Abinav et al. [23]

Firoj et al. [22]
Sreenivasulu M et al.[21]
Proposed Method

Imran et al. [26]

Rudra et al. [25]

CW Abinav et al. [23]
Firoj et al. [22]
Sreenivasulu M et al. [21]
Proposed Method
Imran et al. [26]

Rudra et al. [25]

Mexico Alam et al. [24]
Abinav et al. [23]

Firoj et al. [22]
Sreenivasulu M et al. [21]
Proposed Method
Imran et al. [26]

Rudra et al. [25]
Irag—Iran Alam et al. [24]
Abinav et al. [23]

Firoj et al. [22]
Sreenivasulu M et al. [21]
Proposed Method

Imran et al. [26]

Rudra et al. [25]

Acc
68.04
48.51

77.13
82.35
65.18
45.18

77.32
85.58
64.68
65

79.14
82.26
51.48
55.17

73.31
80.72
71.16
55.83

79.37
79.92
61.7

56.67

79.58
88.47
90
50
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Pre
70.37
36.73
70.04
66
67.1
77.27
80.63
70.41
29.03
70.04
66
67.1
76.14
83.16
69.34
62.17
70.04
66
67.1
79.41
80.71
25.74
52.5
44.4
67.1
73.78
81.48
73.93
41.67
70.04
55.6
67.1
79.9
79.8
30.84
28.33
70.04
55.6
67.1
78.73
87.41
92.27
35

RC
68.04
48.33
63.4
63.4
68.29
7713
82.16
65.18
43.75
63.4
63.4
68.29
76.72
85.27
64.68
63.33
63.4
63.4
68.29
79.14
79.83
50
55.83
46.2
68.29
73.45
79.84
71.16
52.5
63.4
63.4
68.29
79.37
78.73
50
50
63.4
63.4
68.29
78.86
88.58
90
50

F1
67.04
40.07
64.8
57.8
67.6
77.1
81.39
62.82
33.69
64.8
57.8
67.6
76.28
84.20
62.43
61.13
64.8
57.8
67.6
79.1
80.27
33.98
50.02
448
67.6
73.24
80.72
70.11
4333
64.8
57.8
67.6
79.26
79.26
38.16
36
64.8
57.8
67.6
78.48
87.99
89.76
40

Year
2014
2018
2019
2019
2020
2021
Present
2014
2018
2019
2019
2020
2021
Present
2014
2018
2019
2019
2020
2021
Present
2014
2018
2019
2020
2021
Present
2014
2018
2019
2019
2020
2021
Present
2014
2018
2019
2019
2020
2021
Present
2014
2018




Sri Lanka Alam et al. [24] - 70.04 634 64.8 2019
Abinav et al. [23] - 76.5 68 67 2019
Firoj et al. [22] - 67.1 68.29 67.6 2020
Sreenivasulu M etal. [21] 86.92 87.26 86.92 86.89 2021
Proposed Method 93.85 91.15 93.58 9235 Present

In this investigation, the dataset-1(HlI) significantly improves 5% rather than the other existing works. For dataset-2(HH), dateset-3(HM), dataset-4(CW),dataset-
5(ME),dataset-6(Il) and dataset-7(SL) it also improves 7%, 3%, 7%, 0.5%, 10%, 7% accuracy respectively comparing with other state of art models. We
evaluated our present methods with best performed ML models with improved vectorization techniques for chosen the ML model for voting. Moreover, We
also carefully investigated the tweets while preprocessing the information. This helps to improve the performance of the ML models in other matrices such as
precision, recall and F1-score.

Conclusion

In the present, the social media information plays impact on the regular activities of the human life. This information categorizes is also a challenge in present
many scenarios. Moreover, particularly when a natural disaster been occurs social media information plays vital role in the society. In this work, we consider
the different natural disaster events for identification informative information. This information helps to the people or an individual in know the impact of a
particular natural disaster. In this work, we focused on ML models with different vectorization techniques which significantly improve the performance
compared with other state of art models.

Limitation And Future Scope

In this work, we consider CrisisMMD dataset which includes the natural disaster in year of 2017. Moreover, these datasets are imbalanced datasets and
having duplicates. We faced the problem in preprocessing stage to convert word into the best fit tokens. In this work, we considered the pre-trained word2vec
and glove corpus in mapping word to corpus. In the future, we can prepare a corpus for all related disaster event mapping the works into vectors. There was a
chance of significant improvement into results while considered into new research works. We also consider into further to explore the research in other aspects
while improving the results in other new research interests.
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