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Abstract. Research data is – regardless its disciplinary provenance – very heterogeneous in terms of data formats, applied
research methods and content. In contrast to publications, a much broader spectrum of data representations has to be considered
by research data infrastructures. Within the Humanities Data Centre project (HDC) an initial service portfolio for research data
from the humanities has been developed in its design phase (2014–2016). Not only does this service portfolio has to facilitate
the re-use of research data by third parties, a service anybody would expect as conventional for a research data centre, but it
also has to provide novel benefits for the providers of research data to promote their contribution of data, documentation and
support.

As an example for these intended benefits for research data providers we will introduce two service components: the appli-
cation preservation and the referencing of complex software environments. Jointly applied they enable researchers to archive
and reference to complex representations of research data such as digital editions, virtual research environments, or data visu-
alisations.
Keywords: Digital humanities, humanities, research infrastructure, research data, research data centre, service portfolio,
complex software environment, application preservation, Humanities Data Centre, HDC

1. Introduction

Progress and transparency in research largely depends on the capability of researchers to cite and ref-
erence certain aggregations of research data, instruments, and publications. Regardless what the subject
of referencing may be, it is inevitable to sustain access to a stable object representation and to a trans-
parent and proper documentation. For that purpose infrastructures are necessary that serve the discipline
specific procedures of referencing and citing [8]. Whereas these standards and infrastructures are quite
established and harmonised for (conventional) research publications – a traditional duty of libraries –
the field is only developing with regard to research data [4,11].

The challenges related to archiving and referencing these new types of research data will be described
in detail in this paper, thereby focusing on complex software environments (CSE) as representations
of research data. The proposed solution of the Humanities Data Centre (HDC) revolves around an ap-
plication preservation as a means to archive and reference software environments at any point of the
research process and an adapted persistent identification approach [3,7]) applying fragment identifiers
and template handles.

*Corresponding author. E-mail: sven.bingert@gwdg.de.

This article is published online with Open Access and distributed under the terms of the Creative Commons Attribution Non-Commercial Li-
cense (CC BY-NC 4.0).

0167-5265/16/$35.00 © 2016 – IOS Press and the authors.

mailto:sven.bingert@gwdg.de


190 S. Bingert and S. Buddenbohm / Complex software environments in the humanities

The following insights depend in a large part on the design phase of the HDC [4]. In addition to
the presented preservation and reference solution for CSEs, we will embed these service components
in the larger picture, thus the initial service portfolio of the HDC. Partly the service portfolio covers
components someone would expect as conventional, for instance a repository or a bitstream preserva-
tion service, but partly the services also feature an experimental character. This reflects not only the
HDC as a nascent infrastructure but also the evolving standards in the overarching field of research data
management.

All things considered the growing prevalence of complex representations of research data was in-
structing for the conception of the HDC service portfolio. With regard to these kinds of complex repre-
sentations it is apparent that ingesting and providing these data not only come with considerable more
effort than for research publications but also with the challenge of developing new incentives for the
researchers to provide their data. Of course the importance of referencing research data will increase
and surely is one of the priority incentives but the service portfolio of a research data centre has to have
something more to gain usage and become an attractive research infrastructure (RI).

2. What do researchers reference?

The short answer is: everything. There is no limitation regarding the objects of research and therefore
every distinguishable object might be addressed, referenced or cited [7]. The range of objects is almost
infinite: files in a file system, database entries, web sites, books, places, events, people or journal articles.
The range of referable objects is even more expanding since the establishment of semantic web tech-
nologies and standards such as Resource Description Framework (RDF). For a considerable number of
object classes, solutions in form of services or tools to create and resolve references are available. The
most prominent examples are the International Standard Book Number (ISBN) for books or Persistent
Identifiers like the Digital Object Identifier (DOI) or Persistent Uniform Resource Locator (PURL) [9]
for digital publications, but also unique stable references to people as realised by the Open Researcher
and Contributor ID (ORCID) are prevailing. However the problem remains, that a large share of research
data does not fit into these classes. Despite this, the heterogeneity with regard to size, format or structure
is not helping matters. Thus far for static objects as representations of research data.

But what stands beyond these conventional, static object classes? As said before researchers want to
reference a broad spectrum of research data types that do not fit into the static definition or that are
only emerging as referenced objects. The development of new content or data types is closely aligned to
the development of the researchers’ working environment, methods and instruments and for this reason
quite difficult to be foreseen for an RI provider. Also the citation of research data fulfils various purposes
ranging from impact and reputation for the researcher to transparency and reproducibility of research
results. All together this widens the scope of research data management and subsequently of a research
data centre regarding its collection policy.

The preceding point underlines the importance of archiving different aggregations of one and the same
data set as it allows to reproduce the whole research process. As a consequence not only conventional
formats of data should be taken into account for ingesting in RI but also complex software environments,
virtual research environments, complex databases, visualisation frameworks, collections, or processed
data. As a golden thread stands out the complex structure of these kinds of data. They can have various
consecutive layers, aggregations or components (two examples, a visualisation framework and a digital
edition are described in detail below). To some extent software is depending on its environment, but also
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on its way of usage. Both is evolving over time, also ontologies, terms or references in databases. The
state of complex software environments, like an interactive visualisation tool is also highly fluid but is,
as we argue, also a research object in itself.

In which way can these classes of objects be referenced? A reference will likely point to a specific
fixed state of the object such as a query term or search string and not to the virtual research environment
or the database as such.

A workaround could be a reference pointing to a landing page of a research data centre or a repository
providing after that in the next step the query term or search string. This can work out as long as a
database remains stable. Beyond question is the inconvenience of this procedure as it requires additional
steps in the reception process on side of the reader. Therefore a more convenient solution is needed. This
solution must provide a citation which includes descriptors of such a quality that the reference can point
to clearly one specific data set, ideally integrated in one element – for instance a PID – that just has to
be resolved by the reader.

2.1. Complex research data and implications for re-using

As aforementioned these new types of research data come with new challenges for the RI. We group
some characteristic research data types under the label complex software environment but this is not to
be seen as an elaborated theoretical concept but merely as an manifestation for the complexity of the
research data.

What is expressed by CSE and what represents its new quality? Frankly spoken it is not new at all.
Outstanding is the multiple layer character of the data, its nature as being composed of various sub-
data types that generate an information content reaching beyond the sum of the individual elements.
Below we examine two examples for CSEs. These examples also show very plainly how valuable for a
representation of a research project this kind of data can be. The benefit in archiving – or better: keeping
it accessible – of these CSEs reaches beyond the re-use or transparency aspects of research data but
rather is more about generating impact and reputation for the creator of the CSE. Therefore this kind
of research data concerns nearly the same reasons that stand behind research publications like journal
articles or monographs.

Notwithstanding archiving and re-using separate elements – like text files, databases, scans, docu-
mentation – will likely be also subject to data ingests into the research data centre but in this context we
deliberate on the options for archiving and referencing of CSEs as cohesive representations of research
data.

2.2. Excursus: Visualisation framework

As an example for the above mentioned new object classes we describe hereinafter a visualisation
framework, a CSE, because it not only demonstrates the fluid character of the data but also underlines
clearly what layers and dependencies potentially have to be taken into account when a CSE is archived
and to be kept available for services and re-use. Connected to the ingest of a CSE may be questions
of a technical nature (dependencies, granularity of references, accessibility) or legal questions (license
status of content components). All of these questions influence the proposed solution. The visualisation
framework described below may be seen in this specific context as synonymous for a CSE. Other man-
ifestations of CSEs can be found in digital editions – one example will be detailed below – or virtual
research environments. Our example [2] can be shortly characterised as an attractive presentation of
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Fig. 1. The multiple layer character of a complex software environment using the example of the visualisation of global migra-
tion flows.

research data with interactive components aimed at the human user. Basically it is a database-service
visualising the result of a search string.

The illustration in Fig. 1 depicts Global Migration Flows, allowing the user to create individual
data sets that visualise migration movements between selected countries and over selected periods of
time. The visualisation framework is accessible via a common web browser and is based on data sets
from the United Nations Population Division (last accessed on Oct. 20th 2016 http://www.un.org/en/
development/desa/population/theme/international-migration/) ranging from 1970 to 2011. The data vi-
sualisation is closely bound to its presentation environment, therefore an archival solution for this kind
of data has to address this multiple layer character to sustain its added value. Usually this kind of data
visualisation, based on a browser as access interface, consists at least of three layers (see Fig. 1):

(1) The normalised and enriched data provided through a database (data layer consisting of primary or
processed data), which can be as simple as a spreadsheet or assuming a more complex form of a
database.

(2) A processing layer (middleware) that transfers the normalised and enriched data to the client appli-
cation of the end user, the web browser. The necessary resources for the development and coding
of the processing layer and the following presentation layer cannot be provided in each research
project because of spare competences or resources. This advocates the re-use of these kind of ap-
plication and data for other research projects. In our example the data is retrieved and compiled
through a Ruby-on-Rails web application and transferred in a JSON-format towards the client ap-
plication in a web browser.

http://www.un.org/en/development/desa/population/theme/international-migration/
http://www.un.org/en/development/desa/population/theme/international-migration/
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(3) On this rests the user interface, usually a common web browser. The presentation layer is normally
out of the scope of action of the researcher but has to be considered if a visualisation application
for the end user is aspired. The visualisation framework has no influence on the browsers used by
the end user and can only try to cover a range of most common standards in our example applying
processing JS and regarding the interactivity with the end user JavaScript.

The above standing remarks allow us to identify two overarching aspects that have to be addressed by
any technological solution: the sustainability of the system (cf. Section 3) and the citation of actual
states of the system (cf. Section 4). Whereas the latter aspect influences referencing services, the first
aspect affects nearly every service as the reproducibility and accessibility of a CSE comes as a basic
requirement.

2.3. Excursus: Digital edition

As second example for a CSE we describe a digital edition. A digital edition may also be in the
reader’s eyes closer to the conventional perception of humanities research data. But as we will see later,
the challenges for the research data centre coming with the informational and technical structure of
the CSE are quite similar to the aforementioned visualisation framework. A digital edition attempts to
develop an information science model of the conventional critical edition. Usually it consists of various
layers piled up very similar to the example of the visualisation framework. At the bottom the original text
serves as data core. All further layers depend on it. After the text is digitised it is usually transformed into
an TEI/XML transcript which is employed as main point of reference for the other information layers
be they a diplomatic transcript, comments, facsimile or a register.

Figure 2 shows a simplified view of the structure of the digital edition of Theodor Fontanes No-
tizbücher (cf. [5]), a joint research project by the Theodor Fontane Arbeitsstelle of the University of
Göttingen and the Göttingen State and University Library. The digital edition can be described along
three basic layers:

(1) The original text and its digital scan serve as base for the TEI/XML transcript.
(2) The TEI/XML transcript merges not only the visual data from the scan but also includes any other

information that haven’t been captured by the scan.
(3) The user gains access to the digital edition through a common web browser. This view presents

all data layers of the digital edition, mainly the edited text and the diplomatic transcript but also
comments, a register, an apparatus or facsimiles.

Taken all together this allows not only an individual editing of the data by the researcher but also ad-
vanced applications, e.g. for a network visualisation or geo browsing. Figure 3 displays the synoptic
view on the digital edition as it is presented to the user via his browser. The second illustration (Fig. 4)
displays two examples how the data from the digital edition can be used for advanced purposes such as
geo browsing or network visualising.

3. Challenges in sustaining complex software environments

Continuous access to static systems in a developing environment will create new problems over time
and the systems will be outdated and inaccessible soon [4]. These issues can be divided into techno-
logical, legal, financial or social problems. Examples include changes to licenses, the way in which
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Fig. 2. Simplified synoptical view of the Theodor Fontane Notizbücher.

Fig. 3. Synoptical view of the Theodor Fontane Notizbücher with digital copy, transcript and edited text with apparatus as it is
presented in the web browser.

research data are read and interpreted, or a change in the semantics. The non-technological external
boundary conditions are not considered here. The technological problems to be expected can be divided
into the categories of security, incompatibility and dependencies. Occurring problems regularly result in
the inaccessibility of the results, which is not a problem with an accompanying publication. If, however,
the system is the research result itself, a long-term availability is necessary. This is in the interest of
researchers, funding agencies and research institutions for various reasons such as transparency, repro-
ducibility or re-use of research.
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Fig. 4. On the left the DARIAH-DE GeoBrowser applying geolocated data from the edition. On the right a network visualisation
displaying relations between various entities (person, locations, works) on an interactive reel.

• System security: When considering CSEs, hardware-specific problems are not an issue here. It is
assumed that these environments will be used on virtualised hardware. The CSE is a software stack
consisting of the operating system and various further levels as described in the chapter above. The
individual software may have been derived from third parties or developed within a project. The
security problems that occur are therefore vulnerabilities in the operating system or in the respective
software modules. These vulnerabilities can reveal different security risks, e.g. from reading along
information send via the network to getting access to the system and expose the confident data.
One could argue that many of these problems can be solved by updates. But the reasons for updates
are manifold and not always related to security. However, the dependencies between the software
modules are unclear or a software product is at the end of its support cycle. Also updates entail the
risk of placing systems in a non-functioning state.

• Compatibility: Regularly complex software environments are exposed or linked to the outside
world. They have to meet and adapt standards in usage and technologies in order to stay usable.

• Dependencies: With the increasing throughput of data networks (including the internet) it became
common to outsource data and software modules that are only (down-)loaded upon request. This
approach of course enables compatibility and simplifies maintenance of widely used information.
On the other hand it causes dependencies in a rapidly changing environment where the data provider
has no influence on. Additional steps need to be taken in order to reduce these number whereas the
limitations are e.g. legal issues or data volume. On the one hand dependencies form a challenge
for the RI provider, on the hand the benefits for the research are obvious: it is possible to integrate
very different types of data and content and in this way to enhance research. It also has to be taken
into account that the integration of external libraries, modules or applications is only possible with
a certain level of standardisation. In this standardisation may also lay the key to the technological
solution for archiving and referencing these kinds of data.
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3.1. Approach

There are basically two concepts to tackle hardware compatibility issues: either virtualisation or em-
ulation of components (cf. [12]). While emulation allows the operation of software (such as an OS) on
hardware it had not been developed for, it costs extra computing power to emulate the needed hardware
environment. A change of the already replaced hardware would cause additional work to re-implement
the emulation. Virtualisation comes with the clear benefit that the hardware appears as physical device
to the system and to the software modules. It comes with the disadvantage that the virtualised environ-
ment must be sufficiently performant directly on the hardware. But for most of the use cases considered
here only standard hardware is being used. Hence the advantage of running more than one virtualised
system and the relatively simple management of these system makes the virtualisation the state of the
art approach.

4. Fragment PIDs for citation of unambiguous system states

The necessity to publish data along with a conventional publication or even as a stand alone publication
becomes increasingly important. The concept of using Persistent Identifiers (e.g. DOI) for conventional
publications is well established, whereas for data publication a different picture is given. This is one of
many reasons why PIDs are becoming vital for the data life cycle.

To contribute to the discussion and to fulfil the requirement of referencing and citation of complex
software environments we introduce PIDs as our solution [3]. This guarantees that credits and recogni-
tion are attributed to the CSE, as a specific research result. Usage of persistent identifiers for references
to CSEs additionally allows to create a sustainable archive that, for instance, meets the requirements of
the funder. Of course the sustainability depends on the RI that maintains the CSE and the operator of the
PID system. We utilise ePIC [10] as PID system, with ePIC PIDs based on Handles [6].

4.1. Persistent identifiers for CSE

Usually PIDs are used to reference an URL. Once a PID is resolved the resolving system can either
return the URL or directly forward to it. In our proposed solution the various CSEs can be reached with
an URL that consists of the data centre URL with the appending unique connection ID. This comes with
the advantage that both PID and connection ID, that must be retained, are under control of the RI.

4.2. Fragment identifiers for CSE

Persistent Identifiers are used in the humanities to identify collections, content or objects, or in our
case CSEs. A PID is a alphanumeric number mostly without any semantics. This number can be send
to a resolver that returns the referenced resource or object. If the referenced object is e.g. an URL, a
Browser would be redirected to the resource. But PIDs not only allow to reference specific objects but
may also reference object fragments with the usage of a Fragment PID. This is supported by the Handle
infrastructure [6]. By applying this mechanism it is possible to forward information to the resolved
object (e.g. URL). These information may be passages of text, illustrations or links to certain sections in
digital media by following examples:

http://hdl.handle.net/21.11101/123456789@page=10

http://hdl.handle.net/21.11101/123456789@page=10
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where http://hdl.handle.net/ is the resolver, 21.11101/123456789 the PID, @ the delimeter and page=10
the referenced object, would resolve to

http://www.domain.org/book1?page=10

In this example the PID represents a book and the fragment points to a specific page within the book. The
system that provides the referenced digital book of course must support this functionality. The naming
schema for such a PID like in this example differs between the existing PID systems and is not subject
of discussion in this paper. It is important to consider that with this kind of identifiers an unlimited
number of fragments (in this example book pages), in an entity can be referenced and provide the level
of granularity that is necessary for scientific citations.

5. The humanities data centre as use case for referencing of CSEs

The infrastructure for long-term storage and provision of research data in the humanities is only be-
ginning to emerge and is currently not as progressed as in other domains such as astrophysics (e.g. http://
cdsweb.u-strasbg.fr/) or climate research (e.g. https://www.pangaea.de/about/). Against this background
the HDC aims to establish a data centre for humanities research data (cf. Fig. 5).

Therefore one has to keep in mind that the described approach using an application preservation
and fragment identifiers is currently only prototypical. Above all hovers the question how to sustain
the RI. The layout of the RI not only has to meet the requirements of the researchers but also has to
address the conditions and resources available to the RI provider (e.g. in terms of costs, time, knowledge,
staff). Accordingly as much as possible re-use suitable and already established solutions and components
should be used to compile the initial HDC service portfolio (cf. Fig. 6). The initial service portfolio is
designed in order to cover both conventional file based data structures and complex data structures. This
is owed to the experience that now a majority of research projects in the humanities create some kind of
complex data structures during the course of their research. As detailed above these data structures can be
visualisation frameworks, digital editions, database applications or even virtual research environments.
Not all of these representations would be in a conventional perspective be seen as research data but
nevertheless they are valuable elements to reproduce a research process and are therefore of interest for

Fig. 5. The HDC seen as stable home for research data.

http://hdl.handle.net/
http://www.domain.org/book1?page=10
http://cdsweb.u-strasbg.fr/
http://cdsweb.u-strasbg.fr/
https://www.pangaea.de/about/
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Fig. 6. The HDC service portfolio that is currently under construction.

the research data centre. Another important aspect concerns one of the main incentives for researchers
to transfer their data: the opportunity to reference and cite it.

Spoken in service components the HDC’s initial portfolio consists of the following services:

Storage The storage layer is a fundamental condition for all other services. Usually it wouldn’t appear
in a service overview but with look at the long term preservation of research data this component
will be developed further to meet the requirements of digital preservation standards. A bottom line
service could be to secure research data at bitstream level. The storage layer is not designed to be
accessible by users.

Consulting Just as the storage layer, the consulting service functions as enabler for the other services
but is also a valuable service in itself. Different than research publications with their limited range
of formats, research data comes with an wide array of formats and possible configurations high-
lighting a higher consulting demand.

Portal Detached from the specific technical implementation of the research data centre, the portal will
function as central starting point for users. Whereas application programming interfaces (API)
can be used for deploying data to third-party services or converse (e.g. indexing of own content by
search engines, harvesting of repository content), the portal is aimed at the human user, permitting
the use of the various services.

Application preservation This service enables researchers to archive research data and research results,
for instance web applications, in a flexible way for a limited span of time. These applications
are stored within a protected environment to allow access despite of security flaws or outdating
components. This service component is described below in a more detailed manner to demonstrate
exemplary how further services relying on this layer can be implemented, in this case referencing
of complex data structures.

Data extraction This is not an independent service but rather describes any curation effort necessary
for ingesting research data. This can mean a migration into interoperable formats or the exposure
of a “raw data core” from format restrictions to facilitate the re-use.

Repository The repository functions as important component for file-based archiving of research data.
The data can be accessed either directly by the user or provided via an API to third party services
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like registries for repositories or research data. Different entities for different content types are
possible. The DARIAH-DE Repository (cf. https://de.dariah.eu/repository) has been chosen as
infrastructure partner within the HDC.

For a detailed description of the HDC initial service portfolio consult the project website and the corre-
sponding project report [2]. With regard to referencing of complex software environments (as representa-
tions of complex research data) and addressing the above mentioned general challenges of sustainability
and referencing we introduce the application preservation as service component below.

5.1. Application preservation

The initial service portfolio of the HDC can on the one hand be described as modular to address com-
plex use cases, and contains on the other hand innovative components such as the application preserva-
tion. The application preservation can be used for complex forms of research data that fit into the above
exemplified pattern. It guarantees access to a stable version of a component (sustainability) – such as a
virtual research environment, a complex database, or a visualisation framework – and enables the user to
reference not only the component at large but also individual fixed states (referencing), e.g. to generate
a certain query term or a specific visualisation set. Data structures are preserved in their functional han-
dover status and are only technically changed or maintained by the RI to extend its accessibility. Subject
of the handover is ideally the complete data structure (e.g. client server structure, dependent libraries
and applications). The service focuses on the presentation and reproducibility of research results and
methods, not implicitly on the re-usability of the data. It is obvious that preserved applications can only
be provided for a limited lapse of time by the RI for reasons of security gaps or outdating components.
An ordinary archive case will make use of a combination of the above described services. Nevertheless
the application preservation seems as an attractive service as it allows an ample presentation of research
compared to archiving of raw data or documentations and therefore demands a solution for referencing
which is described in the following section.

5.2. Referencing a CSE employing the application preservation

The architecture of the application preservation prototype as described below is the result of raising
requirements by the researchers and of evaluating already available components. Beside its nature as
prototype it has also to be seen as a compromise which will improve and be further developed only in
practical use. The application preservation offers three ways to access the research result according to
the security level. Directly after the project the software is up to date and safe and may be accessed
directly (cf. Fig. 7 and option 1). As soon as the software module becomes vulnerable the access will
be restricted via an archived browser only (cf. Fig. 7 and option 2 and 3). Basically the application
preservation consists of these layers:

(1) A cloud infrastructure providing the storage and computing capability for the preserved application
(its snapshots) and the application itself.

(2) A set of archived browsers of different brands and versions needed to visualise the application in
an optimal way.

(3) Guacamole [1] serves as bridge between the user environment – typically his browser – and the
HDC or RI. It is able to handle RFP/VNC and RDP protocols to enable a remote access from the
user to the preserved application without the inconvenience of installing additional software on the
user/client site. A simple browser is sufficient to access the research data.

https://de.dariah.eu/repository
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Fig. 7. HDC infrastructure for application preservation. The numbered options depict different ways to access the preserved
application.

(4) PIDs are used to reference the application or a specific system state, e.g. a query term resulting in
a specific data visualisation or database result.

The usage of PIDs within the context of the application preservation can be divided into the following
access methods:

(1) A PID pointing directly to the URL of the visualisation (cf. option 1 in Fig. 7). This is the sim-
plest way of referencing but the PID will become unresolvable quickly due to the reason of the
application becomes outdated (cf. Section 3 on challenges related to referencing).

(2) A PID pointing at a specific connection configured in the guacamole client (cf. option 2 in Fig. 7).
This allows long term access to the application stored in a secure environment. The downside is an
enhanced PID management effort to assure the reference to be stable.

(3) In case of the third access method (option 3 in Fig. 7) a PID usage is not possible due to a config-
uration of the RDP client on the user system. It still can be used to create a snapshot of a system
state that later can be restored and referenced by a PID.

We also need to distinguish between PIDs generated to reference the software model (the research
result) or the HDC/RI infrastructure. In the first case the software offers the service of citable states
directly, e.g. by a URL search string. But if this functionality is missing the problem becomes more
complex. The user queries or browser interactions have to be monitored and used to recover the de-
sired state. Together with these information the full state of the virtual environment has to be archived
(cf. Fig. 8) which will then be referenced by PIDs that may also activate the system via the fragment
mechanism. This functionality is only possible for option 2 in Fig. 7.

6. Conclusion

This paper introduced a technological solution for the problem of referencing complex software envi-
ronments along a presentation of the service portfolio of the recently founded Humanities Data Centre,
a RI for humanities research data.
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Fig. 8. HDC cloud infrastructure for application preservation.

CSEs in the context of this article serve as exemplary representation for the emerging new forms of
complex research data, not only in the humanities. A data visualisation framework and a digital edition
have been introduced as individual examples for CSEs. There are other classes of new research data
but complex software environments are particularly suitable to demonstrate the challenges related to
referencing this kind of research data. There is a growing demand by researchers for archiving and refer-
encing these forms of research data as they allow an ample view on a research project. The referencing
of CSEs could become prospectively a substantial element of the scientific impact and reputation of a
researcher, therefore RIs have to develop solutions for this.

We continued with a description of the main characteristics of research data in the humanities, focus-
ing on the increasingly complex characteristics of data, which pose new requirements for referencing
compared to the long established referencing of conventional types of content, e.g. text and formats, e.g.
monographs and journal articles.

Following this, the main challenges in referencing complex forms of research data have been outlined:
first ensuring the sustainability of actual software environments and second enabling to reference specific
system states, such as a search string or query term in a database to ensure the desired granularity.

At this point it became clear that these new forms of research data pose crucial challenges for archiv-
ing and referencing and therefore for RI providers also in other, non-technological fields, e.g. legal
issues [8]). For instance the dependencies of CSEs regarding external libraries or the license status of
raw data require coverage on side of the RI.

A prototypical solution – the HDC application preservation – was introduced as a technological ap-
proach for referencing CSEs. Our approach mainly consists of a cloud infrastructure allowing remote
access of users to preserved applications via an easy to use additional access layer. The problem of point-
ing to a specific system state – such as a database query term or a specific visualisation data set – is in our
case solved via Fragment PIDs. Depending on the application Fragment PIDs are used to forward URL
extensions, resolve into connections to specific applications or contain pointers that activate the CSE in
exactly the state created as a snapshot by the editor of the reference. Although the paper remained on
a technological tier, there are challenges to be addressed reaching beyond such as legal, financial, in-
teroperability or organisational tiers. These challenges also have to be addressed by the RI provider but
cannot be solved by him alone. Beyond research data centres stand libraries and data centres, in the case
of the HDC the Göttingen State and University Library (SUB) and the Gesellschaft für wissenschaftliche
Datenverarbeitung (GWDG) as additional main providers of RI.
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