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Abstract. The recent privacy incidents reported in major media about global social networks raised real public concerns about centralized
architectures. P2P social networks constitute an interesting paradigm to give back users control over their data and relations. While basic social
network functionalities such as commenting, following, sharing, and publishing content are widely available, more advanced features related
to information retrieval and recommendation are still challenging. This is due to the absence of a central server that has a complete view of the
network. In this paper, we propose a new recommender system called P2PCF. We use collaborative filtering approach to recommend content in
P2P social networks. P2PCF enables privacy preserving and tackles the cold start problem for both users and content. Our proposed approach
assumes that the rating matrix is distributed within peers, in such a way that each peer only sees interactions made by her friends on her
timeline. Recommendations are then computed locally within each peer before they are sent back to the requester. Our evaluations prove the
effectiveness of our proposal compared to a centralized scheme in terms of recall and coverage.
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1. Introduction

Nowadays, recommender systems constitute an important part in different aspects of our lives. The news we read
[67], the movies and TV shows we watch on Netflix [46], the groceries and shopping we request on Amazon [32],
the music we listen on Spotify [39], the insurance and financial products we subscribe to [30], the house we rent
[49], to name but few, all these choices we make are somewhat influenced by recommendations that are generated
on our behalf using the precious data we voluntarily contribute and generate on different online services. However,
recent scandals [50] that the world witnessed several times over the last decade regarding social media platforms
such as Facebook [50], YouTube [1], and Twitter [2] have raised serious privacy concerns about the way public and
private users’ data are handled by few centralized systems [43]. While many of these companies strive to adapt to
new challenges related to preserving users’ data, their business models which rely mainly on advertisement, makes
it difficult for them not to expose and exploit user generated content, which constitutes one of the most important
back-doors for privacy violations.

Decentralized online social networks (DOSN) constitute an interesting paradigm to tackle the aforementioned
privacy issues, by giving back users control over their data. Examples of such systems include Safebook [54],
DECENT [33], Mastodon [66], and Confidant [37] which can be categorized into three families: (i) Pure P2P social
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networks, (ii) Federated social networks, and (iii) Hybrid social networks [45]. Unlike the large social networks
which log all user interactions into a large centralized matrix of ratings, in which rows are users, columns are
content/items, and each cell reports the rating strength of a particular user on a particular item, DOSN forbid such
centralization and pushes for the matrix to be distributed among user nodes, in a peer-to-peer (P2P) fashion. This
is the main reason why DOSN systems lack several attractive functionalities such as reasonable search engines and
content recommendations which are responsible for user acquisition and growth [45]. Indeed, these systems rarely
go beyond the simple functionalities of posting, commenting, and sharing.

In this article, we aim at bridging this gap and propose a novel framework for decentralized recommender
systems named P2PCF. Our objective is to generate reasonable recommendations for users without compromising
their privacy, i.e., without having access to the entire interaction logs generated in the system by all users. P2PCF
generates recommendations in three steps: First, a user selects a subset of relevant friends from which to request
recommendations. Second, each friend would exploit her local knowledge about the requestor’s preferences to
produce a list of recommendations that are sent back to the requestor. Finally, the user who initialized the request,
aggregates all recommendations based on different parameters related to the content received and the users who
shared it.

The main challenge encountered in decentralized recommender systems is how to compute meaningful recom-
mendations from partial data. This problem has limited the scope of possible recommendation techniques that one
can use. Indeed, in the literature, recommender systems are categorized into three main classes [62]: content-based
recommendation, collaborative filtering, and hybrid systems. However, collaborative filtering based recommender
systems are the most widely used as they achieved greater success. We distinguish two types of collaborative fil-
tering approaches: (i) memory-based techniques which keep user interactions with items in a rating matrix, then
predict missing ratings using k-nearest neighbors approach. These techniques are quite efficient in terms of run
time. (ii) model-based techniques which have been introduced more recently and mostly rely on machine learning
techniques to predict user ratings. Examples of such techniques include matrix factorization [60], latent semantic
analysis [31], and deep neural networks [22]. However, despite the recent success achieved by applying machine
learning techniques to different areas of research such as transport [3], medicine [11,12], and cyber security [53],
it is widely accepted that most of this success comes from supervised learning which took advantage of the recent
availability of large amounts of labeled data. While this suits perfectly centralized recommender systems, it is very
hard indeed to envision a similar level of success in the context of decentralized systems, where only small frac-
tions of data are locally available to the machine learning. Thus, we decided to adapt memory-based collaborative
filtering in our P2PCF framework, which is less data-intensive.

The research questions we aim at answering throughout this paper include the following: RQ1. Is it possible to
generate recommendations in a decentralized system that are similar to those generated in a centralized system?
If not, what is the impact of decentralization (i.e., privacy preserving) on the quality of recommendations users
see? RQ2. Is it possible to select a limited set of friends from which to request recommendations? If so, how many
and how to select them? This is particularly important to reduce network traffic in P2P systems. RQ3. How can
we aggregate and sort sets of recommendations generated by different friends before displaying them on the user
timeline?

Our evaluation is conducted on a real data set from Twitter, comprising 13,158 tweets (publications) authored
by 5,714 unique users. These tweets received 60K retweets (reactions) from 40k users. Experiments have shown
the effectiveness of our proposal in terms of recall (proportion or recovered true positives) and coverage (number
of tweets that have received at least one reaction). Indeed, our results show an increase of 50% in the recall and
23% in the coverage level of P2PCF compared to the baseline centralized system, when all the friends contribute
to the recommendation process. We also studied the effect of the number of interfering friends and the number of
candidate publications per user on the quality of recommendations. We found involving 50% of friends only allows
P2PCF overtake the centralized recommender system.

A summary of our main contributions is listed below:

• We introduce a new privacy preserving paradigm for collaborative filtering recommendation in P2P social
networks.
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• We show that relevant recommendations can be effectively compiled from peers, when the right similarity
metrics are used.

• We propose a solution to deal with the inherent cold-start problems for both new users and publications.

The rest of this paper is structured as follows. Section 2 provides background and related works. Section 3 gives
a detailed description of our proposal. Section 4 reports our evaluation results. Section 5 concludes the paper and
outlines some future directions.

2. Background and related works

2.1. Recommender systems

Recommender systems are techniques used to propose and recommend relevant content to users. The recom-
mended content can be a movie, a song, a book, a product on an e-commerce platform or a publication in a social
network. The recommender system explores the previous opinions (rating) of users about a given content to better
predict their future interactions (rating) to the content and suggest the most appropriate one. There are three types
of recommender systems: (i) content based, (ii) collaborative filtering (CF), and (iii) hybrid approaches [57].

In Content based recommender systems, the content of rated items is analyzed to construct user profiles and
preferences. Then, new items are compared to these preferences to recommend the most interesting ones. Content-
based filtering systems usually generate recommendations based on the pre-constructed user profiles by measuring
the similarity of content to theses profiles using some vector based metrics, such as cosine similarity [62]. This
approach was applied in several works especially those that aim to suggest text content [29,59].

In collaborative filtering, we use historical ratings to predict the user rating on a new item. The main idea of
collaborative filtering based systems is that: if users have agreed with each other in the past (same items, same
ratings) then they are most likely to agree on unseen items in the future [57]. Recently, collaborative filtering-
based approaches became the most practical and successful methods in recommender systems, evidenced by a
number of commercial products or systems [62], including Netflix, Spotify, and Youtube. This development, led
to the distinction of two types of collaborative filtering systems: (i) memory based collaborative filtering and (ii)
model based collaborative filtering. In memory based collaborative filtering, all the ratings are stored in a matrix
(Users / Items). Each row corresponds to a user and each column corresponds to an item. Cells are user/item
ratings. When we want to recommend a new item to a user, we predict her rating. This prediction is based on
the ratings given by this user to similar items (item based CF) or on the rating given to the new item by similar
users (users based CF). Figure 1 illustrates the memory based CF. In a model based collaborative filtering, the
idea consists in deriving a model from the historical rating data. To derive the hidden model, a variety of statistical
machine learning algorithms are employed on the training database, such as Bayesian networks, neural networks,
clustering, and latent semantic analysis to name but a few [62].

The third class of recommender systems is hybrid, in which several techniques are combined [40,44,52,63].
More recently, some recommender systems started using social relations as an additional factor in the recommen-

dation process. These are called social recommender systems. Social relations can be trust relations, friendships,
memberships or following relations [57]. This definition was extended to include “any recommender system that
targets social media domains” [26]. The new definition covers systems recommending any objects in social media
domains such as items, tags, links, people, and communities [17,57]. It has been shown that social considera-
tions improve recommender systems since there is a significant overlap between users’ interest and connections
[48,56,61].

2.2. Content propagation in P2P social networks

In P2P social networks, data are stored on users’ devices [5,35] or replicated in trusted devices [54]. The main
problem noticed in these schemes is data availability which strongly depend on devices connection status [4,14,51].
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Fig. 1. Memory based collaborative filtering.

Another problem in P2P based systems is data discovery as it is very difficult to get an overall view of all resources
in the P2P network [27]. The techniques of data propagation in P2P social networks are categorized into two main
classes: (i) active dissemination [38], and (ii) request-reply [25].

Active dissemination means that a user who produces updates pushes them to the network. In [38], authors
propose a rumor mongering protocol where users periodically send content to their neighbors. This protocol is
improved by introducing heuristic techniques to select the target neighbors [16]. A Community based protocol is
proposed in [8]. It relies on a central index to detect communities. Updates are sent to one neighbor from each
community. Then, updates are spread within communities. GoDisco [13] exploits semantic context to select the
friends concerned by each update message. This method requires that users inform their neighbors about their
interests as well. Finally, in [55], users’ interactions are used to model the strength of relationships in a given area
of interest.

In Request–Reply diffusion, a user looking for updates should send requests to find her friends’ profiles. The
network overlay (basically DHT overlay) is responsible to lead this request to the node storing the profile (user
device or active replicas). Several systems use this protocol, including: PeerSon [5], LifeSocial.KOM [24], DE-
CENT [33], and SOUP [36]. The authors in [25] consider Cachet [42] as a hybrid technique which introduces
the social caching to improve the performances of DECENT. In DECENT [33], a lookup algorithm is launched
through the DHT overlay to collect all available updates. Then, a timeline is created and presented to the user. In
Cachet, a gossip-based social caching algorithm is also exploited: when an available user is prompted for updates,
she returns her proper updates and other cached updates from friends.

In our work, we adopt the request-reply mechanism for our P2P collaborative filtering recommender system. We
model user clients in a way that they would reply with a specific content to each request they receive. Furthermore,
users’ interactions are locally stored and used to recommend relevant updates.

2.3. Recommendation in P2P networks

Authors in [20] propose P2PRec, a hybrid recommender algorithm to improve information retrieval in P2P file
sharing system combining collaborative filtering and content based filtering. The proposed system extracts topics
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from documents and use them to model users’ expertise. When a request is made, its topics are first inferred, then
the request is only routed to the users qualified as experts in those topics. In F2Frec [19], the social relations are
considered to improve recall, trust, and the results confidence. The most relevant friends are selected to recommend
documents. In this system, the distance between users is computed by combining the two elements: friendship
networks and topics of interest. Both systems, F2Frec and P2PRec, are an enhancement of the classical flooding
algorithms [19]. However, they both need additional computations to extract topics from requests and documents.
This process is more complicated on social network posts (short text and abbreviations).

In [15], authors propose a decentralized recommender system for mobile devices. Here, users’ rating is broad-
casted to their neighbors’ (distance point of view). Every user stores and manages the rating of other users on her
device and explores her local database to predict ratings. Thus, no central server is needed. The system is less
expensive because it is based on direct communication, but has no historical depth: only the ratings noted in the
same period are caught. Besides, an implementation is applied to recommend items to see in a museum. In [34],
multimedia file exchange is enhanced by introducing the concept of community of interest. Starting from a flood-
ing routing, the peers are classified into communities, according to the semantic of their shared files; the requests
are then routed to relevant communities only. The challenge of this system is the decentralized composition of
communities when the number of users is large. Furthermore, the systems must track the changing interests of
users which requires rebuilding communities. Authors in [28] propose a decentralized recommender system to
cope with scalability problems. Their solution is to partition the rating matrix and store its different fragments in
a DHT based P2P network. This system avoids overloading a central server but the user privacy is not guaranteed
since their votes are copied in clear in the P2P network.

To recommend products in a mobile commerce platform, another P2P recommender system is proposed in
[58]. The author proposes to implement collaborative filtering using Gnutella (a flooding based algorithm).
Users/product rating is stored as a vector in each peer and the flooding algorithm is used to collect similar vectors.
Each peer that receives the request vector evaluates the similarity between the request and the cached vectors be-
fore similar vectors are sent back. The user looking for recommendations collects similar vectors and applies the
collaborative filtering algorithm to them. This approach is a good adaptation of the collaborative filtering concept
for P2P systems, however, it inherits many of the drawbacks of flooding algorithms such as being non-deterministic
and network-data intensive. In addition, cached message may contain expired data.

The flooding of rating vectors is also used in [65]. Users store their rating vectors and the request is also a rating
vector. After spreading the request in the network, the recommended items are sent back in the same path. Every
peer should collect and aggregate item ratings before sending them to her neighbor. This approach can be criticized
because of considerable waiting time in every node before returning the recommended item to her neighbor.

As a P2P implementations of model based collaborative filtering, decentralized matrix factorization approaches
are proposed in [21] and [6]. This method pushes the computation of the recommendation model to the users
devices. In addition, the peers have not to share all the rating stored in their local matrix.

3. Proposed solution

3.1. General overview

In this section, we depict the general architecture of our solution P2PCF – a new recommender system for P2P
social networks. When a user joins the network, P2PCF is launched to select the most interesting publications
posted by her friends. The collected publications are used to create a timeline (a.k.a. newsfeed) similar to the ones
we see in traditional social networks such as Facebook and Twitter. For this, P2PCF uses an adapted version of
collaborative filtering, the most popular technique in the field of social recommender systems.

The first challenge is the absence of a central entity where to store the user/publications ratings. In addition, P2P
social networks are based on strict privacy constraints.

To solve these challenges, we first propose to store the ratings in a decentralized scheme in which each user
stores a local matrix of ratings or interactions about her content. Then, the recommendation process is defined as a
three-steps process:
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• Friends selection: executed on the requester side (the user for whome we generate recommendations) to
select a set of her friends who would contribute to the recommendations.

• Publications selection: to be executed on the friends’ side. Each selected friend responds with a set of publi-
cations deemed relevant to the requester interests. This selection is based on the local matrix of rating stored
within each friend, i.e., every friend evaluates the relevance of items/publications according to the previous
ratings given by the requester.

• Recommendation aggregation: this step is responsible of the fusion of all the recommendations received
from different friends. While each friend responds with a list of publications and their relevance score, com-
puted from their local rating matrix, P2PCF needs to homogenise these scores by integrating the concept of
friendship strength, in order to pick the publications that would form the user timeline.

3.2. Illustration scenario

P2PCF is executed in each peer without any central entity. The recommendation process is divided into several
steps:

• User u selects a subset of friends to contribute in the recommendation.
• User u sends separated requests to the selected friends.
• Each friend v that receives the request applies locally collaborative filtering to select a set of publications to

recommend.
• The selected publications are then sent back to user u.
• User u collects the friends’ responses, aggregates them, and creates a timeline.

Figure 2 illustrates the workflow of this recommendation process.
In the following subsections, we will detail the different components of P2PCF. We start by explaining how

data is stored in the distributed networks. Then, we dive into the recommendation process. Finally, we discuss how
cold-start problem is handled.

3.3. Decentralized storage of interactions

The core challenge in our work is to produce recommendations on a rating matrix that is distributed among peers.
In this case, each peer has access to a matrix that reports ratings made by her friends on her own publications only.
Table 1 shows an example of such a matrix. In other words, the interactions that a user John makes are stored
within his friends distributed storage in a way that none of his friends has access to all of John’s interactions and
preferences. It is important to emphasize on the decentralized nature of local rating matrices as no central entity
has access to the whole data generated in the social network, which constitute a major difference with standard
recommendations systems implemented in widely used social networks. In fact, our approach expects each user to
store reactions taking place on his timeline, which increases significantly the privacy of users.

The ratings in this matrix represent an aggregate score of different actions that users perform on each publication.
These actions include: share, comment, and like. To comply with CF scheme adopted in this research, we propose
to translate user reactions (share, comment, like) into numerical ratings.

A common practice in social networks is to assign different weights to different actions based on the level of
engagement they induce [47]. For instance, it is widely accepted that sharing a publication is more engaging than
posting a comment on it, which is again more engaging than liking it [47].

Our distributed and privacy preserving storage scheme, coupled with the methodology of representing and con-
verting user interactions into numerical values will make it easier for us to generate meaningful recommendations,
as we will see in the next subsection.

3.4. P2PCF process

As mentioned earlier, once the interactions are captured within different peers as local rating matrices, one can
exploit the P2P network of friends to generate recommendations as follows.
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Fig. 2. The workflow of the recommendation process.

Table 1

Example of a local rating matrix

Publications

Friends P1 P2 P3 P4 P5 P5

John 0.65 0 0 0.30 0 1

Sarah 0 0 1 0.66 0.35 0

Brahim 0.75 0.4 0 1 0.65 0
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3.4.1. Friends selection
The first step in our recommendation process is the friend selection, which takes place on the requester side.

Existing distributed social networks such as Decent [33] and Cachet [42] load the timeline of users with a stream
of publications generated by all her friends, which leads to the recommendation of so many unimportant items.
Indeed, it is well established that users of social networks do not give the same interest to the content published by
all their friends [9,55,64].

Thus, P2PCF builds on these findings to not send the recommendation request to all friends. The idea is to
assume that if a user u expressed interest in the content of a user v in the past, there is a high expectation that u will
be interested in the content of v in the future. The user reactions to a given content can be a good indication about
their level of interest. These reactions should be recorded to value friends who share interesting content. Thus, we
propose to create a counter for each friend: Reaction_count. This counter is incremented each time a user reacts
to a publication of a given friend. This is particularly important, as the actual reactions of the user on her friends’
publications are stored on the friends’ side, which makes it hard to the system to retrieve the counts if no counters
are used.

Given that users’ interests can change over time, the recommender system should consider the actual interests
(observed in the recent reactions) more than the archived reactions. Our solution for this problem, is to record the
timestamp of the last reaction the user has made on each of her friends’ timeline: Last_reaction. This allows the
system to capture emerging friends who have lower counts compared to others.

For each friend, we compute the level of interest as the Reaction_count decayed according to the interval
between the Last_reaction and the current time. We propose formula (1) to compute this level of interest.

Interest_level = Reaction_count × e−α×Delta(t) (1)

Where delta(t) is the time in seconds since last reaction, Reaction_count(u, v) is the accumulation of interac-
tions made by user u on publications of v. α is an adjustable parameter.

The friends are then sorted according to their Interest_level. Friends with the highest Interest_level (top-k1) are
selected to be contacted for content recommendations.

This strategy feeds the users timeline with recent publications curated by their best friends. However, this can
lead to the “filter bubble” problem [41], in which the user sees the publications of the same subset of friends.
To avoid this situation, we should give a chance to all the friends in order to contribute in the recommendation
process, which will eventually increase the diversity and coverage of the recommendations. For this, we propose to
consolidate the list of the selected friends by other candidates chosen according to their selection history. That is,
for each friend, we store the date of the last time she was selected/solicited for recommendations. Friends in this
list are sorted from least recently solicited to most recently solicited, and top-k2 users on this list are added to the
initial list of users.

As shown in Figure 2 and Figure 3, the list of the selected friends is the fusion of two lists: top-k1 most inter-
esting friends and top-k2 least recently selected friends.

3.4.2. Publications selection
In this section, we discuss how to select the most relevant publications from each friend. We assume that user v

has been selected in the previous phase, and received a request for a recommendation from a user u. In this case,
v should respond with his publications that were well rated by users similar to u. This process is the essence of
collaborative filtering. The similarity between users in v’s rating matrix and u is calculated in a local way. Indeed,
two users u1 and u2 may be very similar within v1’s local rating matrix, whereas they may turn to be very dissimilar
within v2’s local rating matrix. This is for instance the case where two users share for example the same love for
music genres; hence they are similar within their common music expert friend, whereas they are fans of different
sport clubs, which is reflected by a weak similarity within the rating matrix of their sport expert friend. This is a
very interesting feature that is not captured in centralized collaborative filtering schemes.
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Fig. 3. Friend’s selection strategy.

To compute the similarity between users, we adopt the Cosine Similarity [7] formula (2):

Sim(u, f ) =
∑

P∈RRp Rating(u, p) × Rating(f, p)√∑
P∈RRp Rating(u, p)2 ×

√∑
P∈RRp Rating(f, p)2

(2)

Where u is the requester, f is a friend of the user v receiving a request, RRp is the set of the publications recently
rated by the requester u on the timeline of the user v.

After receiving a request, the above formula is used to calculate the similarity between the requesting user u

and all the friends connected to the receiver v. We consider the users with a similarity greater than a predefined
threshold (MinSim); thus, we create SF: the set of the most similar friends.

SF(u) = {
f ∈ friends(v) s.t. sim(u, f ) > MinSim

}

The next step is to select the relevant subset of publications produced by v, according to the ratings provided by
the set of similar friends SF. To this end, we introduce the popularity of publications that we define as a weighted
average of the ratings provided by each user in the set SF, and the similarity of this user to the requester u. The
popularity score is computed following the equation (3):

PopSim(u, p) =
∑

f ∈SF(u)) Sim(u, f ) × Rating(f, p)∑
f ∈SF(u)) Sim(u, f )

(3)

Where PopSim(u, p) is the popularity of the publication p according to the similar friends to the requester u,
Sim(u, f ) is the similarity level between the requester u and a friend f (formula (2)), and finally, Rating(f, p) is
the rating given by f to the publication p.

As shown in Figure 4, the next step is to sort publications according to their popularity. The Publications with
the highest popularity scores are sent back to the requester. The number of publications to return is a parameter
embedded in the request.



22 L. Badis et al. / P2PCF: A collaborative filtering based recommender system for peer to peer social networks

Fig. 4. Publications selection based on similar friends’ ratings.

3.4.3. Recommendations aggregation
Recommendation gathered from different sources need to be evaluated and curated before they are inserted into

user timelines. Global evaluation should be applied to expose the most relevant content to the user who requested
recommendations. Another concern is to detect unfair recommendations. For example, in [10] a solution using
association rules is proposed to detect unfair recommendations based on the concept of trust. In our case, we rely
on the interest level computed using (formula (1)) that embeds some aspects of trust. Indeed, it is easy to verify that
levels of trust are proportional to the frequency of interactions. We propose to compute a global score of popularity
to give advantage to the publications recommended by users for whom the requester user has higher interest (close
friends). We propose to weight the popularity of publication computed by each friend (formula (3)) by the level of
interest given by the requester to the friend as per formula (4):

Score(p) = PopSim(P ) × Interest_Level(u, v) (4)

Given this, a publication with a high popularity score recommended by a less interesting friend will be dismissed
in favor of a publication recommended by a more interesting friend.

As users communicate via P2P infrastructure, the friends’ responses arrive in asynchronous way. This is due to
the network structure and the different heterogeneous computing capabilities of user devices. To make the latency
transparent to the user who receives recommendations, publications are placed in a priority queue according to the
computed score. Then, publications are pushed into the user’s timeline periodically (see Figure 5).

3.5. Cold start problem

One of the main challenges of collaborative filtering recommender systems is the cold start problem [23]. We
face this problem when the necessary information that enables recommendation is scarce or not found. In this
section, we describe a new mechanism in our proposed solution to overcome the cold start problem that may arise
for both new users and newly posted publications.
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Fig. 5. Publications aggregation and timeline feeding.

3.5.1. The case of new users
The cold start user in social networks is illustrated in [18] as a user who does not have any friend or rated items.

Many approaches have been proposed to resolve this problem [23], where the main idea is to exploit external
information in the recommendation process. However, as the users in P2P networks do not share lots of information
about their identity or interests, existing approaches to tackle the cold start problem are not applicable.

In our situation, any new user who joins the system is considered as a cold start user. We also consider users
who have less than x friends with a similarity higher than a predefined threshold as cold start users. In this case, the
formula (3) for publication popularity is irrelevant. The receiver v has not enough information about the requester
interests to compute recommendations.

As a solution, we propose that the receiver of the request, v, returns the publications that are highly appreciated
by all his friends. This will return the most popular content to the requester. So, we propose that the user v computes
a popularity score for his own publications, by considering the ratings of all friends. This is illustrated in the
formula (5):

Pop(u, p) =
∑

f Rating(f, p)

Nbf
(5)

Where Nbf is the number of friends connected to user v. Note that this formula considers all the friends (f ) of the
user v.

3.5.2. The case of new publications
In order to give new publications a chance to be recommended, it is important to put in place a process that

bypasses equations (3) and (5). Indeed, when a publication is first posted, it has zero ratings. In this case, each new
publication gets a random popularity score between 0 and 1. At the same time, we set a counter to track the number
of times the publication has been recommended. Once the counter reaches a predefined number of views (e.g., 5),
we substitute the initial random rating with the actual ratings that the publication received. In this way, we make
sure that new publications are only favored in the early stages without penalizing the already posted publications.
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Table 2

Summary of basis statistics of the dataset

Nodes (all users) 40,122

Authors of publications 5,714

Links (friendship) 57,222

Publications (tweets) 13,158

Reactions (retweets) 73,002

4. Evaluation

In this section, we evaluate the proposed decentralized implementation of collaborative filtering based recom-
mender system for P2P social networks (P2PCF). Our main objective here is to study the behavior of our decentral-
ized technique compared to a conventional centralized collaborative filtering system. To do this, we are interested
in two aspects: (i) the recall which measures the ability of the system to return the expected publications, (ii) the
coverage, which is the percentage of publications that are picked by the recommender system.

4.1. Dataset

The dataset used is extracted from Twitter. We filtered a sample of tweets that dealt with politics events in Algeria
in 2019. For each tweet, the collected data contains the user who published the tweet and the users who retweeted
(shared) this tweet. The collected tweets are then used to build a social network. We generate a friendship link
between two users A and B if A retweets at least on tweet published by B. Table 2 describes some characteristics
of the social network.

The social network consists of 40,122 users in total, among which 5,714 users are authors of publications.

4.2. Implementation details

To implement the collaborative filtering system, we should create the rating matrix. In centralized system, one
global matrix is needed. Each row in the matrix represents a user and each column represents a publication (a
tweet id in our case). The rating is a Boolean value: 1 if the user retweeted the publication, 0 otherwise. In the
decentralized recommender system, every user manages his own local matrix, which is limited to the ratings of his
friends on his publications (tweets).

In the context of P2P-SN, the recommendation is limited to friends’ publications. We respect this restriction
even in the centralized implementation. That is, for every user, the recommender algorithm explores the entire
rating matrix, but recommends the friend’s publications only.

The basic differences between P2PCF and the centralized baseline are highlighted hereafter:

• Similarity between requester and other users: the similarity is calculated according to the previous rating
of the users in the whole network. In P2PCF, friends recipient of requests use their local matrices to calculate
local similarity between the requester and other similar users.

• Cold start decision: some cold start users (in the decentralized situation) are not qualified as cold start in the
centralized approach. In decentralized scheme, a user with less interactions with a given friend is considered
as cold start by this friend. The central server manages all users’ interactions in the network, therefor it has
access to more data about the user.

4.3. Recall

It is important to observe the recall of our system compared to the centralized baseline. In this experiment, and
in order to have a fair comparison, all friends are selected. We will evaluate later the effect of selecting a subset of
friends on the algorithm performance.
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Fig. 6. Recall average.

Fig. 7. Coverage level.

We impute 20% of rated publications by each user, randomly chosen. We then execute the recommendation
process. The recall is the ability of the system to recommend those deleted publications. It is calculated as the
percentage of the expected publications (the imputed ones) that are correctly recommended by the system. The
recommended publications are sorted according to formula (4) and the recall is computed for different sizes of
recommendation sets. The recall is calculated for each user and the average of recalls is shown in Figure 6.

4.4. Coverage

We calculate the coverage level as the percentage of publications that have been recommended (at least once).
This metric shows the ability of the recommender system to give a chance to all publications to be seen by users.
Figure 7 shows the coverage level in both centralized and decentralized systems.

4.5. Friends selection

In the two previous experiences, we compared the centralized and decentralized approaches in similar condi-
tions. We did not limit the number of friends concerned by recommendations. In addition, all the relevant publica-
tions to recommend are returned to the requester.
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Fig. 8. Recall average according to the percentage of friends selected.

Fig. 9. Coverage level according to the percentage of friends selected.

In practice, sending a recommendation request to all the friends is expensive in terms of network overload. Thus,
we evaluate in this section the effect of the number of selected friends on the recommender system. Figure 8 shows
the average recall as a function of to the percentage of selected friends.

Similarly, we report the coverage level according to the percentage of selected friends in Figure 9.
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Fig. 10. Recall average according to the percentage of publications selected by every friend.

4.6. Publications selection

When a friend is asked for recommendation, he should respond by sending to the requester a set of relevant
publications. The number of the returned publications affects the networks overload and the quality of recommen-
dation. In this experiment, we study the effect of the size of the recommended publication sets on our system’s
performance. Figure 10 shows the recall scores according to the percentage of publications selected by every
requested friend.

To show the effect of limiting the number of publications to recommend on the publications visibility, we report
in Figure 11 the coverage level function of the number of requested publications.

4.7. Discussion

The first observation we can make here is that the collaborative filtering algorithm can be effectively imple-
mented in decentralized way to enrich the peer to peer social networks.

In the first experiment, we set the algorithm with the best case parameters: all friends are selected and all relevant
publications are sent back to the user. Figure 6 shows that the recall of P2PCF is better than the centralized CF.
Coverage improvement is also shown in Figure 7.

This experiment proves the utility of distributing the filtering task among users. All friends contribute by sending
their publications to the requester. This improves the coverage by giving the chance for unpopular users’ publica-
tions. Compared to the centralized implementation where the filtering is performed on a global matrix, unpopular
publications and friends can be marginalized against popular ones. Some users may have specific interests to those
unpopular publications (real life friends or cousins’ publications). In this case, the decentralized CF can reach
better these publications by browsing all friends.

Unfortunately the previous configuration is very expensive in term of networks overload. Our algorithm proposes
that the requester should select a subset of his friends to ask them for recommendations. In the second experiment,
we tuned the percentage of friends to select and reported recall and coverage. By analyzing Figure 8 (recall) and
Figure 9 (coverage), we note that at least 50% of friends’ should be selected to get similar results as those achieved
by the baseline centralized system.
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Fig. 11. Coverage level according to the percent of publication selected by every friend.

The last experiment concerns the number of recommendations returned by friends. We found that returning 40%
of recommendations from each friend is enough to achieve a comparable recall to that of the centralized system
(Figure 10). In term of coverage (Figure 11), at least 90% of publications should be recommended to cover the
same percent of publications as the centralized algorithm.

5. Conclusions and future works

In this paper we presented P2PCF – a collaborative filtering-based recommender system for P2P social net-
works – which primarily focuses on ensuring data privacy. To respect the privacy restrictions of P2P social net-
works, we assume that the interaction matrix is distributed within peers, with no peer having access to the global
matrix. That is, each user manages locally the reactions occurred on her timeline without exchanging this informa-
tion with other users. When a user requests recommendations, a request is submitted to her friends who generate
locally relevant lists of items. These lists are aggregated upon reception and prioritized based on the strength of
the ties between the requester and her friends. We have evaluated the effectiveness of our scheme and compared it
to centralized recommender systems, by adapting real-life data from Twitter. Our evaluation revealed a significant
improvement in terms of recall and coverage when all the friends are involved in recommendation process. We also
found that requesting recommendations from only 50% of the one’s friends is enough to achieve similar scores as
those reported by the centralized system. Our system is designed with strict privacy constraints. Thus, we would
like to focus on future works on the effect of relaxing some of these constraints on the recommendation quality.
This includes for instance exchanging parts of the local ratings with trusted friends, which could lead to more
accurate and personalized recommendations.
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