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Abstract We propose an adaptive run-time failure recovery control system for quadcopter drones, based
on remote real-time processing of measurement data streams. Particularly, the measured RPM values of
the quadcopter motors are transmitted to a remote machine which hosts failure detection algorithms and
performs recovery procedure. The proposed control system consists of three distinct parts: (1) A set of
computationally simple PID controllers locally onboard the drone, (2) a set of computationally more de-
manding remotely hosted algorithms for real-time drone state detection, and (3) a digital twin co-execution
software platform — the ModelConductor-eXtended — for two-way signal data exchange between the for-
mer two. The local on-board control system is responsible for maneuvering the drone in all conditions:
path tracking under normal operation and safe landing in a failure state. The remote control system, on the
other hand, is responsible for detecting the state of the drone and communicating the corresponding control
commands and controller parameters to the drone in real time. The proposed control system concept is
demonstrated via simulations in which a drone is represented by the widely studied Quad-Sim six degrees-
of-freedom Simulink model. Results show that the trained failure detection binary classifier achieves a high
level of performance with F1-score of 96.03%. Additionally, time analysis shows that the proposed remote
control system, with average execution time of 0.49 milliseconds and total latency of 6.92 milliseconds in
two-way data communication link, meets the real-time constraints of the problem. The potential practical
applications for the presented approach are in drone operation in complex environments such as factories
(indoor) or forests (outdoor).
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1. Introduction

Over the past few decades, Unmanned Aerial Vehicles (UAVs), so-called drones, have been a subject of
considerable interest for both academia and a spectrum of industries expanding way beyond the first mili-
tary applications (Springer, 2013). Today, through advances in battery technology, wireless communication
systems and automatic control, drones are able to deliver payloads over extended distances (Torabbeigi,
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Lim, & Kim, 2020), carry out autonomous surveillance (Hasan, Newaz, & Ahsan, 2018) and complex in-
spection tasks in both outdoor (e.g. Seo, Duque, and Wacker (2018)) and indoor (e.g. Shahmoradi, Talebi,
Roghanchi, and Hassanalian (2020)) environments. As a practical example, in 2017, the European Maritime
Safety Agency (EMSA) issued a contract to Martek, valued at 67MC, for the usage of drones in European
waters to provide assistance with border control activities, pollution monitoring, search and rescue tasks,
and detection of illegal activities (Howard, 2017). While at present drones are mostly used for monitoring
tasks, in the future, they are also expected to increasingly participate in complex actuation work such as
industrial maintenance and building construction (e.g. Da Silva and Eloy (2018); Goessens, Mueller, and
Latteur (2018); Kim and Oh (2020)). This necessitates highly accurate and robust control of drone systems
in complex environments and assignments.

Among the many drone design alternatives, the quadcopter model is widely used in practice. A quad-
copter drone utilizes four motors directly connected to four fixed-pitch propellers in a symmetrical X-shaped
plane arrangement, making it both low-cost and easy to control. However, being absent of redundant propul-
sion equipment, quadcopter drones are also prone to damage in collision situations (Alabsi & Fields, 2019).
To protect the (potentially expensive) on-board equipment, practical drone control should seamlessly extend
to such failure situations.

The questions of interest in this research are: (1) how to recognize the drone operation mode remotely
in real-time, (2) how to control of the drone when one of its propellers has failed to provide the required
upward thrust, and (3) how to perform adaptive modification to the on-board controllers of the drone to fit
the corresponding operation state. We present a proposal solution in order to detect the failure in the drone’s
motor operation fast enough and act to safely land it. More specifically, our paper proposes an adaptive
run-time damage recovery control methodology for quadcopter drones in a simulation-based framework.
We consider situations in which the propulsive power of one of the four motors is lost — due to overheating
(Dai, Quan, Ren, & Cai, 2018), collision (Rydell, Tulldahl, Bilock, Axelsson, & Köhler, 2020) or a similar
incident in practice — and the drone must be gracefully landed by using the remaining three motors only.
The upshot in this work is that, to reduce equipment weight and potentially also power consumption, and
thus maximize the drone’s operating range, a significant part of the overall control system is hosted outside
of the drone.

The proposed control system consists of three components: (1) Onboard PID controllers: a set of com-
putationally simple PID controllers locally onboard the drone, responsible for maneuvering the drone in
all conditions subject to externally given controller parameters and control objectives: Path tracking under
normal operation and safe landing in a failure state. (2) Remote state detection and failure recovery control
system: a set of computationally more demanding remotely hosted algorithms, responsible for detecting
the state of the drone (failure or normal) based on real-time RPM measurements, and communicating the
corresponding controller parameters and control objectives to the drone’s onboard controllers. (3) Digital
twin co-execution software platform — ModelConductor-eXtended (MCX) (Shahsavari, Immonen, Rabah,
Haghbayan, & Plosila, 2021) — for real-time two-way signal data exchange between the former two.

The proposed drone state detection method employs the ChangeFinder algorithm (Takeuchi & Yaman-
ishi, 2006) and a logistic regression classifier, trained offline, to rapidly identify the drone state from moni-
tored motor speeds. This task is non-trivial for two reasons. First, the motor speeds vary considerably also
during normal operation, due to maneuvering. Second, the failure detection is time-critical and has to be
very fast in order to maintain control and avoid crash landing. In this article, the proposed drone control
system concept is demonstrated by numerical simulations in which the drone is represented by the widely
studied Quad-Sim six degrees-of-freedom Simulink model (Hartman, Landis, Mehrer, Moreno, & Kim,
2014). This model is first used offline for designing controllers for both normal and failure mode operation,
and then executed online on MCX with a failure event time unknown to the remote system.

In summary, the main contributions of this work are as follows:
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◦ We propose a modification of the Quad-Sim simulation model to also represent a motor failure situa-
tion, and a control system is designed accordingly to recover from such a situation.

◦ We propose a novel fast fault detection and recovery technique, based on the ChangeFinder algo-
rithm and logistic regression, capable of failure detection and re-configuration of the on-board control
system at run-time.

◦ We describe new development of a two-way data stream management facility in the open-source
ModelConductor-eXtended (MCX) framework in order to enable bidirectional data exchange between
the drone and the remote control system.

◦ We demonstrate the feasibility of the proposed remote run-time failure control for quadcopter drones
in a simulation case study.

The remainder of this article is organized as follows. In Section 2, we describe the relation of the
present work to drone control, remote run-time control, digital twins and predictive fault management.
Then, an overall system architecture is explained in Secion 3. In Section 4, we introduce the Quad-Sim
quadcopter model and use it for designing controllers for normal (Subsection 4.2.1) and failure (Subsection
4.2.2) situations. The failure detection algorithm in the remote control system is explained in Section 5.
Afterward, in Section 6, the MCX platform is presented as a solution for hosting the algorithms and arranging
data streams in the remote control problem. A simulation case study is reported in Section 7. Finally, in
Section 8, the article is concluded and directions for future work are discussed.

2. Related Work

2.1. Drone control

Various types of control systems have been developed for stable trajectory tracking in the normal oper-
ation of drones. Different control strategies such as PID, self-tunning fuzzy PID, neural network-based and
hybrid controllers have been studied in Emran and Najjaran (2018) for quadrotors with respect to system
underactuation, model uncertainty and fault management.

Considering the drone landing, authors in Demirhan and Premachandra (2020) proposed a PID altitude
controller to smoothly control the drone toward the detected symbol in the landing spot which its position
has been automatically recognized using image processing. The ground effect in landing procedure and
utilization of fuzzy logic controllers have been studied in Talha, Asghar, Rohan, Rabah, and Kim (2019).

Recent studies include vast investigation on improving of safety-critical quadcopter systems by devel-
oping fault-tolerant controllers. In Sun, Cioffi, De Visser, and Scaramuzza (2021), authors developed an
onboard state estimation to continue the path tracking of quadcopter despite the failure of one of its motors.
Their proposed state estimation method is based on combining gyroscopic data with range sensory data
with event camera information. Major distinction between the present article and aforementioned research
is that the state estimation in our work is performed remotely with no need to place additional resources for
executing heavy computational tasks.

Adjusting the center of mass of the quadcopter has also been studied as a proposal solution to keep
hovering or safely land the quadcopter in case of failure of one motor (Ambroziak et al., 2019; Muhamad,
Nasir, Kari, & Ali, 2017). In Ambroziak et al. (2019), authors proposed an onboard failure detection method
based on gyroscopic (IMU) measurements in addition to the re-configuration procedure of the PID control
system and shifting the plant center of mass, if necessary, in case of partial or complete failure in a single
rotor of the quadcopter. However, such methods are able to successfully control the drone in experimental
environment, additional mechanical equipment is needed for altering the mass structure of the drone during
the flight.
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The Quad-Sim model that is used in the current study has been validated in our previous articles. In
Rabah, Rohan, Talha, Nam, and Kim (2018), a comparative study between different types of controllers has
been presented to test the performance of the quadcopter while tracking rectangular and triangular paths.
Furthermore, the simulated controllers have been deployed on a physical quadcopter system that used PX4
flight controller interfaced with the open-source ArduPilot framework to follow a moving target object
(Rabah, Rohan, Han, & Kim, 2018; Rabah, Rohan, Mohamed, & Kim, 2019). The tests showed that the
developed controllers which were originally designed in the simulation model were working fine for the
experimental platform as well. Moreover, an autonomous landing algorithm has been developed in Rabah,
Rohan, Haghbayan, Plosila, and Kim (2020) to overcome the ground effect. All simulation studies have
been carried out in the Quad-Sim model to test the developed algorithms. Results showed that the developed
algorithms were able to autonomously land the quadcopter smoothly.

In the current article, widely studied PID controllers have been used to control the drone in the normal
operation state to follow the trajectory and land it in the failure state, by only modifying their gain param-
eters. The failure recovery strategy consists of remote re-configuration of the onboard PID controllers and
also gradually decreasing the drone altitude to ensure a safe landing.

2.2. Remote run-time control, data synchronization and digital twins

For remote control, one should arrange a robust two-way data exchange to and from the system to be
controlled. In real-time applications, especially those employing model-based control (as in digital twins
Colombo, Karnouskos, Kaynak, Shi, and Yin (2017), defined here as accurate numerical simulation models
operating alongside their corresponding physical systems) and safety-critical elements, data synchronization
between the two communication ends should also be addressed. Specifically, this requires co-execution
of the remote control system with the target to be controlled. These problems are not new, but, perhaps
surprisingly, they have been mostly considered separately from each other in previous research.

As for the data communication problem, there are open-source and commercial software platforms to
provide data exchange facilities in a cyber-physical system such as Eclipse (2020) and Microsoft (2020). As
for digital twins, we refer the reader to the recent review article Cimino, Negri, and Fumagalli (2019).

To simultaneously address co-execution of physical and digital assets and manage asynchronous data
streams, Aho and Immonen (2020) and subsequently Shahsavari et al. (2021) have developed an open-
source platform, ModelConductor-eXtended (MCX), which is capable of establishing a data exchange chan-
nel between physical device and simulation-based digital twin1. The MQTT architecture and experimental
examples have been presented Shahsavari et al. (2021), and in the present article, we describe two-way data
communication with real-time control functionality in MCX.

Data-driven digital twins have previously been used for optimizing control in process systems (see e.g.
He, Chen, Dong, Sun, and Shen (2019) and the references therein). In the present article, we carry out
remote run-time control on a simple data-based digital twin representing inference of the prevailing state of
the drone deduced from incoming quadcopter motor speed data streams.

2.3. Predictive fault management

The quadcopter drone failure recovery control research reported in this article addresses aspects of pre-
dictive fault management, in which the goal is to monitor the state of a physical device for abnormalities
and take necessary measures to avoid or minimize damage to the equipment. Such measures can be fully
automatic (as is the case in the present work) or, simply a notification to maintenance workers to take action
Tajima et al. (2008). In this context, abnormality detection is based on some representation, or model, of
system operation which measurement data from the physical system is compared to (Werner, Zimmermann,

1https://github.com/COMEA-TUAS/mcx-public

https://github.com/COMEA-TUAS/mcx-public


124 Shahsavari et al. / Remote Run-Time Failure Detection and Recovery Control For Quadcopters

& Lentes, 2019). The system model can be based on fundamental physics (e.g. Aivaliotis, Georgoulias,
Arkouli, and Makris (2019); Almasi (2016); Alvarez, Gutierrezzea, Bilb, Napolitano, and Fravolini (2019);
de Azevedo, Araújo, and Bouchonneau (2016); Rehman et al. (2013)), data (e.g. Furukawa and Deng
(2020); Susto, Schirru, Pampuri, McLoone, and Beghi (2014)), state machines (Hooman & Hendriks, 2007)
or combinations thereof.

Physics-based models typically rely on computational fluid dynamics (CFD), finite-element method
(FEM) or similar, which are computationally so expensive that they cannot be used in real-time applications
such as the quadcopter motor failure recovery control considered in the present article. On the other hand,
state machine models are capable of real-time performance, but require clearly defined states which are not a
priori available here, because the quadcopter motor speeds also vary in normal flight due to changing drone
attitude in trajectory tracking. Consequently, in the present work, we utilize data-based predictions: The
well-known data stream change point detection algorithm ChangeFinder (Takeuchi & Yamanishi, 2006)
is combined with a simple binary logistic regression classifier, which is trained to be able to deduce the
drone state in previously unseen operating patterns. This approach is similar to that of Furukawa and Deng
(2020) who used machine learning to detect faults in a tank system. However, they reported fault detection
times reaching over 10 seconds, which is not feasible for the present drone application. The proposed fault
identification method, on the other hand, is capable of fault detection in the order of tens of milliseconds.

Additionally, neural network-based classifiers such as Long Short Term Memory (LSTM) sequence
classifier models, one dimensional Convolutional Neural Network (CNN) models or a combination of them
have also been used for fault detection (Fu, Sun, Yu, & Liu, 2019; Sadhu, Zonouz, & Pompili, 2020). The
main disadvantage of using such deep neural network models is their time and computational complexity,
and this conflicts with the inherent real-time requirement of recovering a faulty flying quadcopter. If the
models are to be executed on-board the drone, they will also require some embedded AI computing resource
(such as Jetson TX2) to be installed on the drone. Here, we aim for computational simplicity in the learning
model by using ChangeFinder in which internal parameters are adjusted on-line, leading to a fast state
classification with no need to heavy tensor or matrix operations. Also, this on-line adjusting of parameters
in ChangeFinder will help the model to adapt reasonably to the patterns in new environments. While for
transferring neural network-based models to new environments, usually some re-training to new data set is
needed.

3. Overall System Architecture

The overall system architecture of the proposed method is shown in Figure 1. The proposed recovery
technique consists of two parts: (1) the local Quad-Sim model (described in detail in Section 4) and (2) the
remote control system (described in detail in Section 5), both executed in real-time on the MCX platform
(described in detail in Section 6). The first part is responsible for rapid measurement of motor RPMs and
applying the transferred signals to the on-board PID controllers. Moreover, this part is responsible for
sending the measurement to the stationary remote processing unit and receiving the appropriate control
parameters from it. The second part is the remote control system that is responsible for analysing the
received streaming data of RPM measurements, through a measurement queue, and processing this in the
failure detection unit. Based on the analyzed data, if a fault is detected, the remote control system informs
the drone about the fault by sending the predicted action mode signal as well as new controller parameters
and a new path reference target point. Using the observation and action queues facilitates asynchronous data
streams in two-way communication.
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Fig. 1. Overview of the System Containing Drone’s Simulation and Run-time Failure Detection Models
Linked and Executed Together Using MCX Framework

4. Quadcopter Simulation Model and the On-Board Control System

A quadcopter is a type of Unmanned Aerial Vehicles (UAVs), which is lifted and propelled by four
motors providing the upward thrust in addition to the direction control of the Quadcopter. The motors
located diagonally opposite to each other rotate in the same direction while the adjacent motors rotate in the
opposite direction.

Generally, a quadcopter has six degrees of freedom (6-DOF) meaning that six variables are needed to
express its position and orientation in space: (x,y,z,roll, pitch,yaw). The quadcopter is an Underactuated
Mechanical System (UMS) with four actuator inputs to control six degrees of freedom. This underactuation
and its nonlinear dynamical model add extra challenges to the robust failure-tolerant controller design.

In this work, the open-source MATLAB/SIMULINK-based quadcopter simulation model Quad-Sim is
used to study the behavior of the quadcopter while tracking a trajectory. The original simulation model
for normal behavior is available on MATLAB file exchange (Hartman et al., 2014). The model has been
extended for simulating the operation of quadcopter in the failure mode of operation as well, with one (or
more) of its motors failing to provide expected upward thrust.

4.1. Simulation model description

Figure 2 shows the Quad-Sim model composition. The Path command block is responsible for gen-
erating a time series database that determines a path. The Position controller block calculates the desired
angles (roll, pitch) and altitude that are needed for following the path by using a PD controller. The desired
quadcopter angles and altitude are used as a reference to the Attitude/Altitude controller block which con-
trols the state of the quadcopter (roll, pitch, yaw, and altitude) using PID controllers. The main function of
this block is to minimize the error between the desired angles/altitude and their current values (angle/altitude
corrections) to maintain the stability of the flying quadcopter. The Quadcopter control mixing block takes
angle/altitude corrections and computes the corresponding throttle percentage for each motor. The Distur-
bances block is designed to mimic the effect of external forces and disturbances which affect the forces
applied to the quadcopter in x and y directions (Fx,Fy). Finally, the Quadcopter dynamics block outputs
the suitable motors’ RPMs that are required based on the state space equations describing the quadcopter
dynamics (Luukkonen, 2011).

4.2. Quadcopter controller design

Equation 1 presents the general formula of the PID controller, where the error e(t) is the difference
between desired and current angles/altitude values, y(t) is the output of the controller (here angles and
altitude correction) and Kp, Ki and Kd are the proportional, integral, and derivative gains respectively. The
PD controller is a type of PID controller that uses the same formula as in Equation 1 with Ki = 0.
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Fig. 2. Quadcopter Simulation Blocks.

Fig. 3. Simulation Results of the Proposed Controller in 2D Space.

y(t) = Kpe(t)+Ki

t∫
0

e(τ) dτ +Kd
de(t)

dt
(1)

There are four PID controllers in the Attitude/Altitude controller and two PD controllers in the Po-
sition controller block. For controller design, i.e. specifying the gain parameters of all the controllers, it
is assumed that the quadcopter is following the path shown in Figures 3. During the tracking process, an
external force of a sawtooth wave, with an amplitude of 3 N and frequency of 0.5 Hz affects the x-direction,
while a sin wave with an amplitude of 2 N and frequency of 0.5 Hz affects the y-direction. The purpose of
adding these forces, is to test the performance of the PID controllers under disturbances. Obtained motor
RPMs are shown in Figure 5. In this simulated data, two different modes have been considered; normal and
failure mode, where each mode has distinct PID and PD gains.

4.2.1. Normal mode

During the first 21 seconds of the path tracking shown in Figures 3 and 4, the quadcopter is in normal
mode. The PID and PD gains used in this mode are the default gains of the Quad-Sim model shown in Table
1 and Table 2. Despite the applied Fx and Fy disturbances, the quadcopter was able to maintain a stable RPM
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Fig. 4. Simulation Results of the Proposed Controller in 3D Space.

among its motors (as shown in the Figure 5), and thus smooth and stable flight over the path in the normal
mode.

Table 1. Quad-Sim Attitude/Altitude Controller Default Gains

Controller Kp Ki Kd
Roll 2 1.1 1.2
Pitch 2 1.1 1.2
Yaw 4 0.5 3.5

Altitude 2 1.1 3.3

Table 2. Quad-Sim Position Controller Default Gains

Controller Kp Kd
Roll 0.32 0.1
Pitch 0.32 0.1

4.2.2. Failure mode

The failure mode occurs at t = 21 seconds as one motor fails and its RPM drops to zero. This total
failure of the motor might be due to collision, electrical overload, overheating, or power supply issues. This
will lead to disruption in RPM value of the other three motors and cause imbalance orientation of the drone,
and will eventually result to the crash of the plant. By changing the parameter gains of the PID and PD
controllers the plant could be smoothly landed to avoid any additional loss.

As demonstrated in Figure 4, once the quadcopter reaches the final point (9,5) at t = 21 seconds, one
of the motors will stop spinning causing the Quadcopter to fall down from 3 meters to 2 meters. Once the
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Fig. 5. Simulated Motors RPM During Tracking the Path.

failure is detected in the failed motor, e.g. motor 4, failure mode will be in effect and this trigger forces the
diagonally opposite motor to stop spinning in order to keep the quadcopter balanced (as shown in Figure 5).
Afterwards, the PID and PD gains in the Attitude/Altitude controller and Position controller blocks are
re-configured to the values shown in Table 3 and Table 4.

For failure mode situation, higher PID gains have been chosen in order to allow the remaining two
motors to take more and rapid electric power, and therefore achieve higher RPMs to compensate the loss
of other two motors. In this state, the quadcopter has only one degree of freedom (altitude) instead of the
six, which can be resolved by forcing the remaining two motors produce equal upward thrust (Mueller &
D’Andrea, 2014). Operation of only two out of four propellers will also cause the quadcopter to inevitably
spin around its vertical axis. Therefore, the PID gains for Yaw controller have been set to zero. Furthermore,
decoupling of altitude from translational and attitude control makes the two-propeller architecture more
robust and stable (Rible, Arriola, & Ramos, 2020). Moreover, it is not possible for the quadcopter to reverse
the opposite motor direction during the flight as it would also reverse the produced thrust, and destabilize
the quadcopter. For this reason, we aim to gradually decrease the altitude of the quadcopter over the final
position by using two motors, and ensure a safe landing while spinning around the vertical axis.

Table 3. Failure Mode PID Gains Used in the Attitude/Altitude controllers

Controller Kp Ki Kd
Roll 4.5 2.7 0.53
Pitch 7.8 2.7 0.53
Yaw 0 0 0

Altitude 700 10 5

4.3. Communication to remote control system

During the quadcopter operation, the motor RPM values predicted by the Quad-Sim simulation model
are continuously streamed out to the remote control system. The remote control system monitors these
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Table 4. Failure Mode PD Gains Used in the Position Controller

Controller Kp Kd
Roll 0 0
Pitch 0 0

data streams and attempts to detect any abnormality. For each detected mode (normal or failure) mode, the
corresponding quadcopter PID gains and target path are communicated in real-time to the local quadcopter
controller. The PID gains are those obtained from off-line controller design for the two operating modes. The
path target in normal mode is the next quadcopter target location along a pre-defined trajectory sequence,
whereas in a failure mode it is a pre-defined safe landing sequence. Note that the remote control system
does not recognize the type of failure (partial or total) and considers any abnormal behavior as total failure
and starts the landing procedure immediately.

5. Remote Run-Time Failure Detection and Recovery Control System

The remote control system, in this work, consists of (1) a statistical model trained to rapidly detect
abnormal values in the quadcopter motor RPM data streams and (2) a set of action modes and gain parameter
values for normal and failure modes. Here, an abnormal value, or fault, is defined as any unusual value in
the four motor RPM values, that has not been detected by the system in normal quadcopter flight patterns
during model training. We do not distinguish between different types of failure modes: The problem of fault
detection is a binary classification assignment (normal/failure) for four RPM values at any given operation
time.

When a quadcopter is subjected to a failure (loss of power) in one motor, it is unbalanced and tilted, such
that it quickly becomes uncontrollable. This process significantly limits the time between measuring the mo-
tor RPMs and (potentially) starting the recovery actions. Due to this limitation, the fault detection/recovery
time should not violate a certain time limit in the worst case to ensure the applicability of the recovery. The
time limit for failure detection is not fixed and depends on the quadcopter state (orientation and angular
velocities) at the failure time instant. The source of this time limitation is the limited pre-defined allowable
range of operation in quadcopter roll and pitch angles.

5.1. Quadcopter fault detection model

The fault/normal classification model is an adapted version of the ChangeFinder change point detec-
tion method (Takeuchi & Yamanishi, 2006), combined with a binary logistic regression classifier. The
ChangeFinder is a two-stage time-series learning approach, which is summarized for convenience below.

Let us define xi
t to represent the RPM value for the quadcopter motor i (with i = 1, . . . ,4) at time instant

t. In the first stage, the ChangeFinder calculates the preliminary logarithmic score:

si(t) =− log pt−1(xi
t |xi

t−1) (2)

where xi
t−1 = xi

1xi
2xi

3 · · ·xi
t−1 and pt−1(xi

t |xi
t−1) is the conditional probability density function (sub-scripted

with t−1 since it is trained incrementally with all previous samples) specifying the probability of observing
sample xi

t at time t, given the previous samples. In ChangeFinder, this conditional probability density
function is assumed to be Gaussian and its parameters are dynamically estimated by using a k-order Auto
Regression (AR) model and maximizing an exponentially decayed weighted likelihood function using a
Sequential Discounting AR (SDAR) algorithm (Takeuchi & Yamanishi, 2006). In the second stage, a moving
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average on the last T values of preliminary scores is calculated to produce another time series yi
t . The SDAR

algorithm is then invoked again to construct yet another set of parametric conditional density functions
qt−1(yi

t |yi
t−1) over new time series data yi

t . Another intermediate score for time t is computed using the same
logarithmic scoring function. Based on that, the final possibility for xi

t being a significant change in the
initial time series is defined as an average of the last T computed logarithmic scores as:

Score(xi
t) =

1
T

t

∑
k=t−T+1

(− logqk−1(yi
k|yi

k−1)) (3)

In the quadcopter fault detection model, one ChangeFinder model is instantiated for each four RPM
data stream, and, therefore, there are four score values to potentially indicate a change of quadcopter state
at any given time. In order to decide on final failure/normal classification, these four scores are fed into a
logistic regression model, with weight parameters optimized on the training data set. More formally,

p(fault occurs at t) =
1

1+ e−z(t)
, with z(t) =

4

∑
i=1

wiScore(xi
t) (4)

where the weights wi were optimized during training.

5.2. Hyper-parameter optimization

For the ChangeFinder algorithm, values for the following three hyper-parameters that control the learn-
ing process must be chosen before applying the model:

(1). Order of the autoregressive model (k);

(2). Size of the moving average window (T );

(3). Decay value for the exponentially weighing likelihood function (r) for SDAR.

To optimize the values for these hyper-parameters, we utilized the Latin Hypercube Sampling method
(McKay, Beckman, & Conover, 2000). This method is used for generating near-random three-dimensional
sample vectors for hyper-parameters that fill the pre-specified parameter search space. Then, for each sam-
ple vector containing model hyper-parameters (k,T,r), the ChangeFinder and LR models were optimized
on the training data and the corresponding fault detection model performance was evaluated over the previ-
ously unseen drone flight validation data set. The chosen fault detection model parameters were those that
displayed the best performance on validation data.

5.3. Training data and failure mode detection accuracy

We used the Quad-Sim simulation model explained in Section 4.1 (adapted to be capable of introducing
failure in run-time) to generate labeled time series data for normal and failure operation modes of the drone.
In order to cover possible RPM variation in the drone operation (e.g. normal high-speed maneuvers), we
have created 500 distinct 40-second-long random paths with 5 different randomly distributed target points
in each path. Since the transition between normal and failure modes must also appear in the training data,
during each path, at some random time between 20 and 30 seconds, a fault is injected to one of the motors
by imposing the RPM reduction by the randomly chosen factor between 0% to 90%. In the pre-processing
stage, in each flight time series data, the leading part from 0 to 5 seconds has been excluded to mitigate the
effect of model initialization. Similarly, any data following the quadcopter hitting the ground is excluded
from the training data. In total, the training data set consists of 12529.13 and 1082.44 seconds of normal and
failure operational modes, respectively. The data set has imbalanced label distribution as the majority of the
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samples belong to the normal flight operation mode. Optimizing the parameters of the LR model following
the ChangeFinder score values (described in Subsection 5.1) is used as a solution to the imbalanced classifi-
cation problem (and can be considered as equivalent to finding the optimal threshold for binary imbalanced
classification).

The simulated data set has been divided into training and test sets. 20% of the data samples have been
left out from training and are used for extracting the classification evaluation metrics: precision, recall and
F1 score. The results are presented in Table 5.

Table 5. Evaluation of Failure Detection Classification Model over Test Data Set

Evaluation metric result %
Precision 93.31

Recall 98.92
F1 Score 96.03

It is also noteworthy here that the results shown in Table 5 are for simulated data samples which might
not represent all patterns in the real-world behavior of the quadcoper exactly, but still the proposed technique
is applicable to the real environment. The trained model with simulated data can also be used as initial
state for new model which will be fine-tuned with considerably smaller amount of real-world time-series
data. The simulations also facilitate rigorous analysis of acceptable communication delays in failure mode
recovery. Moreover, providing real-world experimental data for such failure situations are challenging due
to the risk of equipment damage and left for future work.

5.4. Recovery control

The response of remote control system consists of: (1) operation mode in action which could be either
normal or failure, (2) PID controller gain parameters to configure the on-board positional, attitude and
altitude PID controllers, and (3) position of the next target point to follow.

6. MCX - An Open-Source Digital Twin Co-Execution Platform

To co-execute the Quad-Sim quadcopter model (Section 4) and the remote run-time control and failure
detection method (Section 5) simultaneously, we propose to use the MCX framework. The object-oriented
MCX framework facilitates executing the simulation models (digital twins) in real-time along with physical
devices (Aho & Immonen, 2020; Shahsavari et al., 2021). In the present work, the remote failure detection
method embeds a (statistical and data-based) digital twin for the state of the drone, whereas the physical
drone is represented by the Quad-Sim quadcopter model. MCX arranges all data exchange between the
entities by establishing an asynchronous data communication channel between them, as explained below.

6.1. Operation principle

The overview of the framework is shown in Figure 6, with publisher assets in one side and subscribers in
the other. This structure is based on the Message Queuing Telemetry Transport (MQTT) network protocol
which was initially designed for Internet of Things (IoT) applications. The MQTT broker (queue) at the
middle will handle the message asynchronous delivery mechanism with dynamic buffering. In this archi-
tecture, each publisher asset will specify a tag for every outgoing message indicating its content category.
Each subscriber asset, on the other hand, will register to the queue for specific tags in advance and then are
provided with the messages published by those tags.
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Fig. 6. Publisher/Subscriber Structure in MCX (Shahsavari et al., 2021)

Note that a single asset (client of the queue) could be both publisher and subscriber simultaneously
to enable two-way data communication between different clients through the queue. Once a single regis-
tered subscriber receives and processes a message, it can publish the response to the queue using the same
registered client with a new tag.

Nevertheless, it should be noted that MCX itself does not include any simulation model, measurement or
sensory data, but, on the other hand, it includes (1) the placeholder for running the digital twin i.e. different
types of simulation models on-line, and (2) an asynchronous message communication mechanism which
basically consists of a queue data structure and publishing/subscribing utilities. To create a digital twin, the
simulation/prediction model should be embedded into the framework using one of these three options:

(1). Functional Mock-up Unit (FMU): This simulation model unit is basically a single package which
comprise communication and interaction utilities for model exchange/co-execution, standardized as
Functional Mock-up Interfaces (Blochwitz et al., 2011). Many widely used design and simulation
software products (e.g. MATLAB/SIMULINK, GT-SUITE, ANSYS etc.) support exporting the sim-
ulation model into FMU package.

(2). Scikit-learn machine learning model: if the digital twin is composed of a machine learning prediction
model which is designed and trained in Python Scikit-learn library its exported package could be
placed into MCX to act as a digital twin.

(3). Custom Python function: Due to object-oriented design of the framework, the corresponding method
of the simulation model producing the response object (forward step method) could be overwritten in
a custom Python class.

In the present study, both options (1) and (3) have been utilized, FMU co-execution utility for embed-
ding the Quad-Sim quadcopter model and custom step method in Python for injecting the fault in run-time
and perform recovery actions issued from remote control system.

7. Case Study

For an experimental simulation case study, we implemented the remote control system, failure occur-
rence and recovery strategy on the MCX platform. We used the Quad-Sim model, augmented with the failure
representation functionality (Section 4), wrapped into an FMU package. This FMU model accepts inputs
(namely the controller parameters and target path points) from the remote control system during execution
of the simulation model. The FMU model also outputs the four predicted RPM values of the quadcopter
motors, during run-time, to be communicated to the remote controller.
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Fig. 7. The Reference Path of the Quadcopter (orange), the Actual Flight Path (blue), the Initial Location
(Blue Cross), the Failure Point (Green Square) and the Final Landing Position (Red Circle).

The system overview is shown in Figure 1. In the bidirectional data exchange, arranged by MCX, the
drone FMU simulation model publishes live motor speed values, and, at the same time, is registrant as
a subscriber to receive remote control system response. On the other hand, the remote controller system
(executing the failure detection model) is registered to the queue to receive the motor speed values, and also
publishes the predicted response regarding the drone operation.

It is important to emphasize that both normal and failure operation modes take place in the same FMU
packaged simulation model without restart or manual user intervention. Moreover, although the quadcopter
always starts in the normal mode, the time instant of motor failure is random and unknown to the remote
control system. Assuming that a failure occurs at t f ailure, it is detected with a delay at tdetection where
tdetection > t f ailure. The delay includes network transmission delay and fault detection model execution time.
Once the failure is detected at tdetection the failure action mode along with new controller parameters are
transmitted to the drone. This issues a shut off command to the motor diagonally opposing the failed motor,
and re-configuration of the on-board PID controllers to those designed off-line (Subsection 4.2.2). Moreover,
the path reference is changed to a linear reduction of flight altitude (z) to ground level.

7.1. Results

The simulation results of the experiment are shown in Figures 7, 8, 9 and 10, all for the same flight
path. In this experiment, the drone is following the reference path shown in the orange curve of Figure 7
in normal operation. Then, unknown to the remote controller, at t f ailure = 15.00 s the failure occurs. It is
subsequently detected by the remote control system at tdetection = 15.026 s. This 26 ms of delay includes
network transmission delay and execution time of the model.

In Figure 8, the reference signal and drone positional values are plotted. Green horizontal line is drawn
on tdetection and red dashed horizontal line shows the landing time. For t < 15 s, the drone follows the
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reference steadily but during the recovery process altitude of the drone will be decreased under control until
it reaches the ground. The positional values (x,y) are not constant during the landing procedure because of
oscillation of the drone alignment due to shutdown of two motors. Nonetheless, the primary interest here is
controlled reduction of the altitude (z).

Figure 9 shows the values of four motor RPMs. After the detection of failure in motor 1, motors 1 and
3 have been shut off. Therefore, the on-board controllers increase the power of other two motors (2,4) to
compensate the loss of upward force due to the shutting motor 1 and 3 off. The motor RPMs recorded
after the failure event, during the landing sequence, represent decaying oscillations as typically seen in PID
control applications.

Finally, in Figure 10, the drone attitude (orientation) is demonstrated during the flight in terms of angles:
φ (Phi) for roll, θ (Theta) for pitch and ψ (Psi) for yaw. Evidently, the drone starts to spin around its vertical
axis when working only with two diagonal motors with the same spinning direction (similar to Mueller and
D’Andrea (2014); Muhamad et al. (2017)). To the authors’ knowledge, no research has been reported on
successfully controlling traditional quadcopters (such as here) rotation with two propellers only, although a
solution has been reported for tilting-rotor quadcopters (Nemati, Kumar, & Kumar, 2016).

7.2. Performance evaluation

The timing analysis is presented in Table 6 including the mean and standard deviation of measured delay
value (or processing time) of each component in the system over 2500 samples of the particular flight in this
experiment. There are four different sources of delay in the system operation: (1) Processing time of the
FMU simulation model that represents the drone behaviour: this delay should not be the matter of concern
because in real environment it does not appear, (2) more importantly, the fault detection model execution
time, i.e. duration that the model needs to predict normal or failure operation, (3) network transmission
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Fig. 9. Motor RPM Values for Four Motors of the Drone, Before and After the Failure.

delay from failure mode detection model to the FMU Quad-Sim, and (4) the reverse delay of that. Based on
the statistics it is clear that the failure detection model is sufficiently fast and could be employed in real-time
operation.

8. Conclusions and Directions for Future Work

In this paper a fault detection and recovery control system for quadcopter drones is proposed. The failure
detection is proposed to be performed remotely according to analysis of the real-time simulated measure-
ments. As the failure situation is predicted, the remote control system issues run-time re-configuration to the
on-board controllers to overcome the occurred fault. Experimental results based on the MCX co-execution
platform, show the efficiency and applicability of the proposed technique in detecting the failures and safely
landing the drone after failure detection.

The most important direction for future work is using the real platform in validation of the proposed
remote control framework by physical experiments. With suitable on-board hardware and wireless connec-
tivity on a real quadcopter drone, the MCX platform can be utilized for replicating the case study presented
in Section 7. The digital-first approach proposed in the present article can then be used for designing remote
drone control systems for more complex assignments than the simple trajectory tracking one considered
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Table 6. Time Delay Analysis of the Experiment (in Milliseconds)

Delay type Mean Standard deviation
FMU Quad-Sim execution time 39.81 8.12

Fault detection model execution time 0.49 1.41
Forward network delay 1.69 2.30

Backward network delay 4.74 4.18

herein. Another interesting future direction would be to investigate different operation modes and fault
models, and recovery algorithm based on each of them.
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