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Traffic and delay aware routing using
optimization algorithm for wireless
sensor networks
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Abstract. The Internet of Things (IoT) is a system of machines, computing devices, electronic equipment, and different
sensors. It forms a network, where the transmission of device-related data can be accomplished. The devices in the IoT are
connected to each other through wireless links and form ad-hoc networks. In IoT based applications, the lifetime of the
communicating nodes is a greater concern. The network lifetime can be maximized by introducing energy efficient data
transmission in the network. Therefore, a traffic and delay-aware energy-efficient routing (TADEER) protocol for IoT-based
networks are proposed in this work. The proposed technique assigns delay for transmitting data based on the criticality level
of data and traffic rate at the forwarding nodes. Fixing delays for data transmission helps to avoid unnecessary transmissions.
The route selection process is implemented using an optimization algorithm. A Fuzzy logic (FL) based biogeography-based
optimization (BBO) algorithm is presented in this work. Thus, the number of data transmission and energy consumption can
be reduced. The performance of the proposed method is evaluated by analyzing transmission delay, network lifetime, and
energy consumption. By comparing the simulation results to the existing methods TEAR and ETASA, the simulation results
are validated.

Keywords: Internet of Things, smart home, energy management, demand response, energy consumption, wireless sensor
network

1. Introduction

In an IoT system, the devices involved in the
applications can communicate with each other and
transmit various kinds of data based on the appli-
cations. The collection of data at the devices and
the transmission of collected data can be accom-
plished using the sensor nodes. The data transmission
can be accomplished through wireless communica-
tion. Thus, it forms a wireless ad-hoc network with
heterogeneous nodes that observe data and transmit
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it through intermediate nodes to a cloud server. In
IoT-based applications, the efficiency and reliability
of WSN need to be taken into account. The most
important problems in IoT are energy consumption of
network, bandwidth limitation, throughput, security
and network congestion. Hence, the effective real-
ization of sensor networks and better communication
scheme in the network is required for IoT systems.
The proposed system should overcome the above-
mentioned issues. IoT devices should function with
better performance without compromising quality
of service (QoS) to ensure uninterrupted operations
[1]. Therefore, the energy efficiency and lifetime
of IoT based ad-hoc networks are key concerns for
their development into modern applications. The sig-
nificant challenges that need to be solved in such
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networks are data sensing, transmission, and rout-
ing of data from source node to destination node
[2]. IoT consists of different types of devices over
different kinds of networks. Hence, the communica-
tion of data over the heterogeneous network is not
easier. The sensor nodes of the IoT monitor differ-
ent discrete events for a long time and produce large
amount of data [1]. The manipulation of large amount
of data is still a challenge for WSN and IoT systems,
since the collection of large amount of data results
in heavy traffic load. Also, the sensor nodes need to
continuously transmit data to the cloud as well as
to other nodes to make proper decisions, according
to the varying environmental conditions [3]. Hence,
an effective protocol to avoid congestion, data over-
head is required. Also, data routing in the network
should be energy efficient. Specific to the application
of systems with IoT, the WSN has to be designed with
effective routing schemes that overcome the follow-
ing problems.

i. Transmission of critical data needs to be
done without interruption in order to take
proper decisions to avoid undesirable events.
However, the frequent transmission of critical
data results in excessive energy consumption.
Therefore, the data must be routed through a
less energy-consuming path.

ii. The next significant perception is delay of criti-
cal data transmission. The action must be taken
in fraction of time, when the event occurs. So,
the data has to be transmitted without delay.

iii. Data traffic is another significant concern in the
network. The nodes with high traffic dissipate
more energy. For reducing energy costs, a low
traffic path must be chosen.

iv. In the conventional method of reducing number
of transmissions, data compression and data
prediction methods were applied. But in those
methods, the transmission of critical data is not
ensured.

v. In the FL-BBO algorithm, the immigration and
emigration rate are computed based on the
fuzzy logic-based migration control parameter.
Hence, optimization process takes less time.

Therefore, to overcome the above problems of IoT-
based ad-hoc networks, an effective traffic and delay-
aware energy efficient routing (TADEER) scheme is
presented.

• The energy consumed by the sensors of idle state
devices should be avoided by making the nodes

sleep during the normal operating conditions of
the device and turning them awake, when the
state of the device changes. Thus, the energy
consumption of the network can be reduced sig-
nificantly reduced by identifying energy efficient
path.

• In the proposed TADEER method, the critical
data are assigned with less delay for data trans-
mission, which ensures that critical data is not
missed. The route selection process is imple-
mented using an optimization algorithm.

• A Fuzzy logic (FL) based biogeography-based
optimization (BBO) algorithm is presented in
this work.

The proposed protocol effectively reduces data
traffic, energy consumptions in the network and the
delay in transmission of critical data in the network.
The performance of the proposed scheme is evalu-
ated through simulations, and the results are verified
with the relevant techniques. The upcoming sections
include the survey of the previous studies, existing
techniques taken for the comparisons, the proposed
technique, the result parts obtained from the simula-
tions and finally the conclusion section.

2. Literature survey

Considering the IoT-based networks, the problems
were overcome by introducing different protocols in
several papers. The works are discussed as follows.
In [4], an energy-efficient centroid-based routing pro-
tocol (EECRP) was presented for IoT applications.
The authors presented cluster based technique, which
rotates the cluster head (CH) according to the cen-
troid position. The algorithm allocates the energy
load equally to the sensor nodes. It also reduces the
energy taken for transmitting data to a larger distance.
The centroid position is determined using node’s
residual energy. The authors demonstrated that the
method outperforms the LEACH protocols. In [5], an
ontology based work is presented that enables con-
text sharing among network objects in WSNs. This
is the first work that presents a context-based model
for communication in WSN-based IoT. However, a
splendid knowledge of the context of IoT applications
should be known.

In [6], a priority-based and energy-efficient
(PriNergy) routing protocol is presented based on the
low-power and lossy network (RPL) model for IoT
applications. Data routing is established according
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to the type of data. Both the content-aware rout-
ing and the RPL protocol are jointly used [6]. The
roaming data of transitional relay nodes is combined,
which helps to do data aggregation at a higher rate.
Thus, the network traffic is meritoriously reduced
and delays are considerably reduced. An energy-
aware routing scheme is proposed in [7] utilizing
multi-objective algorithm for IoT applications. The
routing protocol is presented based on factors like the
node’s lifetime, energy, and distance rate. Clustering
is employed and the CH node is selected using the
C-means method. In [8], a fuzzy clustering method is
proposed to improve the energy efficiency of routing
methods in IoT applications. The work also employed
an immune-inspired routing algorithm for ensuring
high reliability and reducing energy consumption for
IoT nodes. The authors proved that the packet loss
ratio and jitter ratio are lower compared to other
optimized algorithms. Wang et al. [9] proposed a par-
tial energy-aware routing algorithm to reduce energy
consumption of WSN nodes in the ad hoc on-demand
distance vector (AODV) protocol. This method con-
sidered the partial energy of each node to identify
optimal link information for adjacent nodes.

In smart grid applications, WSNs are used to con-
nect the different environments using IoT, and the
operation of WSNs becomes a challenging concern.
It is difficult to give reliable communication. [10]
addresses the issue and presents an energy-efficient
and quality-of-service (QoS)-aware routing protocol
(EQRP) based on dynamic clustering. The proto-
col utilizes a bird mating optimization algorithm
(BMO). This work enhances network reliability and
redundant data retransmissions are reduced. In work
given in [11], the idea of an “equivalent node” is
presented to choose a relay node for establishing
optimal communication and energy consumption. A
probabilistic dissemination algorithm is presented
to obtain optimal energy consumption and increase
network lifetime. This work reduces energy con-
sumption and ensures the transmission quality. Naji
et al., [12] proposed a WSN based energy man-
agement scheme and implemented it in a smart
building. The proposed method employs the Context-
Based Reasoning (CBR) method to denote different
types of buildings and offices. The authors controlled
the electrical devices using a Finite State Machine
(FSM). This work shows effective performance
in reducing processing load when implementing
multithreading in data acquisition. The lifetime of
nodes is optimized through the Energy Aware Con-
text Recognition Algorithm (EACRA), which helps

dynamically arrange the sensors to transmit data
under particular conditions and avoid unnecessary
data transmissions. EACRA increases the sensors’
battery lifetime by optimizing the number of data
samples, used components, and data transmissions. In
[13], an IoT-based power monitoring method in smart
grids is presented that measures the parameters such
as voltage, current, power, and energy consumption
of loads connected to smart grids. The real-time data
of consumers is obtained and the details are taken
by the power companies in smart grids, which per-
form energy management. The WSNs used in IoT
are usually Low-Power and Lossy Networks (LLN),
and hence, the data routing in these networks should
be performed better in order to reduce energy con-
sumption. In [14], fuzzy logic based energy-aware
routing protocol is presented that takes network load,
node residual energy, and number of transmissions in
selecting the optimal route for data transmission. This
protocol improves network lifetime and packet deliv-
ery ratio. In [15], an energy harvesting-aware routing
algorithm (EHARA) is presented for heterogeneous
IoT networks with ambient energy sources. This algo-
rithm is improved by adding a parameter known as
“energy back-off.” This work improves network life-
time and quality-of-service (QoS) in different traffic
load and energy conditions. Thangaramya et al., [16]
presented a new routing method for IoT-based WSN.
It employed Neuro-Fuzzy Rule Based Cluster For-
mation and routing algorithm. The work gives better
performance in energy consumption, delivery ratio,
delay, and network lifetime.

In [17], energy conservation in WSN is accom-
plished using a two-level data reduction technique.
The Data and Energy Aware Passive (DEAP) cluster-
ing approach is for forming network clusters. A Dual
Prediction (DP) is used to reduce number of transmis-
sions between cluster members and cluster heads. In
[18], the energy reduction in WSN is attained by using
Distributed Similarity-based Clustering and Com-
pressed Forwarding (DSCCF). This method exploits
magnitude and trend similarity among the data and
performs clustering in the network. Then, the dual
prediction method and lossless data compression
method are used to reduce the inter-cluster data pay-
load.

With several random levels, both the energy and
traffic heterogeneities are taken into account [19]. In
the multi-heterogeneity scenario, where taking into
account multi-level traffic heterogeneity is a novel
idea, an energy model is introduced. Traffic and
Energy Aware Routing (TEAR), an innovative rout-
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ing algorithm, is introduced. TEAR chooses a CH
by taking into account the energy levels and traffic
requirements of each node. TEAR outperforms cur-
rent methods by means of stability period (reliable
longevity of the WSN prior to the death of its initial
node).

Utilizing duty-cycling in cluster-based routing,
as found in the Sleep-awake Energy Efficient
Distributed (SEED) clustering algorithm, is one tech-
nique to decrease duplicate transmission and boost
energy efficiency [19]. A traffic and energy aware
routing protocol (TEAR) is recommended to address
difficulties with traffic heterogeneity and energy
among sensor nodes. To ensure load balancing,
TEAR refrains from choosing a cluster head node
with a little energy and high traffic rate. In a hetero-
geneous wireless sensor network situation, a hybrid
approach termed the energy and traffic aware sleep-
awake (ETASA) mechanism is offered to increase
energy efficiency and boost load balancing. This
approach is taken into considerations for comparing
the newly introduced technique.

The challenge of determining the best path from
source to destination sensor nodes to be employed
in transmitting data connected to financial technol-
ogy (FinTech) is expected to be resolved by a novel
Non-linear Lévy Brownian Generalized Normal
Distribution Optimization (NLBGNDO) algorithm,
according to a predicted solution [22]. By implement-
ing a friendship-based trust mechanism throughout
each selection phase, this objective function can be
used to retain the relay-node candidates that have
been chosen. It can determine the sparsity/density
ratio of sensor nodes, the node residual energy, expe-
rienced reaction time, and inter-node distance. It can
increase revenue for organizations and cut costs.

In all the available papers discussed on the IoT-
based WSN, for SEM the bandwidth limitation is
not considered and network throughput improve-
ment is not validated. Also, the significant of critical
data transmission is not discussed. Therefore, the
proposed routing protocol should consider the data
criticality and delay of data transmission also.

3. Methodology

In this work, an effective routing scheme is pre-
sented for ad-hoc networks in IoT applications. A
traffic and data routing protocol is presented to over-
come the issues mentioned in Section 1. A typical
IoT-based network with devices, sensor nodes, and
servers is depicted in Fig. 1.

The proposed routing protocol should be less
energy-consuming which can be obtained by reduc-
ing the communications. For attaining reduced
transmissions, the data criticality is outlined as pre-
sented above. It must also be considered that the
routing protocol should be delay-aware, since the crit-
ical data must be sent without much delay. So, the
routing is performed by setting a very small amount
of delay to the data based on its criticality. The rout-
ing algorithm should consider the factors, such as
path delay ((Dpath)), path residual energy (Erespath

),
energy consumption of the path (Econspath

) and data
traffic rate of the path/node (TR). The energy con-
sumption of the network increases, when the node
frequently transmits data. When increased delay is
assigned to the low-critical data, the number of data
transmissions is reduced. Also, reduced number of
transmissions helps in minimizing path traffic. The
notations used in the proposed protocol are listed in
Table 1.

Fig. 1. Block diagram of system operation.
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Table 1
Notations of the parameters used in the system

Notation Parameter

Dpath Path delay
Erespath

Path residual energy
Econspath

Energy consumption of the path
TR (i) Data traffic rate of the path/node i

Cf Criticality level of data
Dnode (init) Data transmission delay at the initial node
Dpath End-to-end delay between source node and

the SMU
Dnode Node-to-node delay
Dpath Total end-to-end delay
α (i) Is a delay factor which is set based on TR

value
β (i) Is a delay factor that is set based on the

residual energy of the node
N Number of sensor nodes
Etrans Energy consumed for transmitting data
Erece Energy consumed for receiving data
mi Packet size of a message
d Distance of transmission
Eckt Energy dissipated by the circuit
εfs Fixed radio parameter in free space
εmp Fixed radio parameter in multipath
E0 Energy lower bound
He Energy heterogeneity factor
ET Total initial energy
m0 Is the lower bound
Hti Traffic heterogeneity factor
mic Number of message transmitted by node i in

previous rounds
ET (i) Initial energy of node i

Eres (i) Residual energy of node i

3.1. Energy model and Traffic rate

In the IoT based WSN, the energy consumed for
transmitting a message with mi packets for a distance
(d) can be computed using Equation (1) [19].

Etrans (mi, d) =
{

miEckt + miεfs d2if d < d0

miEckt + miεmp d4if d ≥ d0

(1)
Eckt , energy dissipated by the circuit to transmit one
bit. εfs and εmp are fixed radio parameters related
to energy dissipation of the transmitter amplifier in

free space and multipath, respectively, d0 =
√

εfs

εmp
.

Energy consumed for receiving a message with mi

packets is given by,

Erece (mi) = miEckt (2)

The initial energy of the nodes in the het-
erogeneous network is randomly distributed over
[E0, E0 (1 + He)]. E0 is the energy lower bound and
He is energy heterogeneity factor. Thus, the total ini-

tial energy of the network is given by,

ET =
N∑

i=1

E0 (1 + Hei) (3)

where Hei is energy heterogeneity factor of node i.
Message length of a data packet of node i can be
computed as,

mi = m0 (1 + Hti) (4)

where m0 is the lower bound and Hti traffic hetero-
geneity factor of node i.

The number of message transmitted by node i in
the previous transmission rounds is computed as,

mic =
r∑

j=1

mi (j) (5)

where r is current round number. The average traffic
rate (TR) of node i in current round r is given by,

TR (i) = mic

r
(6)

The nodes with large data traffic rates generally
have a large number of transmitted data packets. For
sending such large number of messages, more energy
is dissipated from the node. The energy consumption
rate of the node is higher. Hence, in such conditions,
the numbers of transmissions need to be reduced. For
reducing transmissions, the delay is increased in the
proposed method. Thus, the traffic rate of a node i and
the delay at the node i is proportional to each other. If
the traffic rate in a transmission path is higher, larger
delay is assigned at the nodes present in that path.

3.2. Computation of delay based on node’s
traffic rate

The end-to-end delay between the source node and
the SMU (Dpath) can be obtained by the addition
of node-to-node delay (Dnode) along the path. The
total end-to-end delay (Dpath) can be computed using
expression (1).

Dpath =
l∑

i=m

Dnode (i, i + 1) (7)

where i signifies the ith node in the network.
Dnode (i, i + 1) represents the propagation delay
between the ith node and its subsequent node (i + 1);
m and l denote the indices of path’s start and end
node in the network. The propagation delay depends
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Table 2
Critical factor value based on data type

Message Data type Critical
factor

Control message for changing
device state

Most critical data 0.9

Energy consumption of device
which is in ON

Most critical data 0.9

Energy consumption of device
which is in OFF

Moderately critical data 0.6

Load of the device Non-critical data 0.3
Device running time Non-critical data 0.3

on the channel bit rate and message length. The prop-
agation between nodes in the network depends on
the transmitted packet rate. In addition, in the pro-
posed work, an extra delay is added, while computing
the end-to-end delay (Dpath). The additional delay is
computed at the initial node where the data transmis-
sion is started. Additional delay at the initial node m

is represented as Dadd (m) and this delay is computed
based on the criticality level of data (Cf ).

Thus, Equation (7) can be modified as below.

Dpath (m, l) =
l∑

i=m

Dnode (i, i + 1) + Dadd (m) (8)

Dadd (m) = Dnode (m, m + 1)

Cf
∀availablem + 1 nodes

(8.1)

The Cf parameter is computed using Table 2.
The nodes with a large traffic rate consume more

energy. If a node with a large traffic rate forwards
all of its data, it dissipates more energy. Such nodes
should be avoided in the transmission. Nodes with
less traffic have very little data to forward. Hence,
such nodes can be selected for transmission. This
is attained by setting a large delay for high traffic
nodes and a lower delay for low traffic rate nodes.
Hence, another delay is added at each forwarding
node, which is denoted as DTR. At each node, along
with the node-to-node delay, an extra delay is added
according to the data traffic rate at the node.

Dpath(m, l) =
l∑

i=m

(Dnode(i, i + 1) + DTR(i, i + 1))

+ Dadd(m)
(9)

DTR (i, i + 1) represents delay between node i and
i + 1 based on traffic rate at node i + 1. Its computa-
tion is derived as follows.

Table 3
Delay factor assigned for different traffic rates

Traffic rate (%) Type Delay factor
(%TR (i)) α (i + 1)

>80% Large 0.7
50% to 80% Moderate 0.5
20% to 50% Low 0.3
<20% Very low 0.1

Table 4
Delay factor assigned according to residual energy

Residual energy (%) Delay factor β (i + 1)

>80% 0.2
50% to 80% 0.5
20% to 50% 0.7
<20% 0.9

DTR (i, i + 1) = Dnode (i, i + 1) × α (i + 1) (9.1)

where α (i + 1) is a delay factor which is set based
on TR value at the node computed using (6). The
traffic rate at a node is proportional to the energy
consumption rate at that node. The TR value is com-
puted in percentage and the delay factor is assigned
corresponding to the TR as given in Table 3.

The residual energy (Eres (i)) at a node i is com-
puted from the difference between the initial energy
of the node (ET (i)) and the total energy consumed
by the node in previous transmission rounds. Based
on the residual energy, a delay factor can be set as
β (i + 1). The value, β (i + 1) is selected in the range
of 0.2 – 0.9. The selection of β (i + 1) is performed
as given in Table 6. A high delay factor is assigned to
the nodes having less residual energy and vice versa.

Consequently, final equation for computing
Dpath (m, l) can be obtained as,

Dpath(m, l) =
l∑

i=m

(Dnode(i, i + 1) + DTR(i, i + 1)

+ DEres(i, i + 1)) + Dadd(m)
(10)

DEres(i, i + 1) = Dnode(i, i + 1) × β(i + 1) (10.1)

DEres(i, i + 1) represents delay between node i and
i + 1 based on residual energy of node i + 1.

From the above delay computation strategy,
the delay is directly proportional to traffic rate
and indirectly proportional to Cf and residual
energy. Therefore, the route with minimum space
Dpath (m, l) is selected from the available routes in
the network.
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Fig. 2. Typical network diagram for representing proposed routing protocol.

Fig. 3. Overall diagram for the proposed work.

3.3. TADEER protocol

The transmission of data in the network and route
selection process is illustrated here. A simplified rep-
resentation of the proposed network is depicted in
Fig. 4. Node 1 has a message about device state to
deliver to other nodes. This message comes under the
critical message class; hence, the delay assigned at the
node Dadd is computed using Equation (8.1). Then,
all possible routes from the starting node 1 to the end
node 8 are checked and Dpath (1, 8) is determined for
all possible routes using Equation (9). The route with
fewer turns Dpath is chosen for transmission.

If an appliance in the network, communicates data
about its state, the data is considered as critical data

and Cf is assigned a value greater than 0.7. Sim-
ilarly, the traffic rate at that node is also checked
and α is selected according to the TR value. Thus
Dnode (init) is identified. Consequently, the next for-
warding node is selected based on Dnode (i). For all
possible forwarding paths, Dpath is computed, and
the path with the least amount of delay is chosen for
the most critical data. For the least critical data, the
path with more delay is chosen. Thus the number of
data transmissions in the work is reduced by setting
different delays, which considerably reduce energy
consumption in data transmissions.

The proposed traffic and delay-aware routing
technique helps in reducing data transmission by
choosing the path with less traffic. The routing
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Fig. 4. Flowchart of TADEER protocol.
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method allocates delay to the path according to the
data criticality factor. By reducing the data trans-
mission based on their criticality level, the energy
consumption of the nodes is reduced and the network
lifetime increases. This proposed work ensures that
all the critical data is sent without interruption. In the
conventional method of reducing number of transmis-
sions, data compression and data prediction methods
were applied. But in those methods, there is no assur-
ance that the most important data will be transmitted.
Also the accuracy of data transmission is affected
because of prediction and compression. In the pro-
posed TADEER method, the critical data is assigned
with less delay for data transmission, which ensures
that critical data is not missed.

The overall block diagram of the newly proposed
work is shown in Fig. 3. A flow chart for the pro-
posed TADEER protocol is given in Fig. 4. The steps
involved in implementing the TADEER protocol are
explained as follows.

Algorithm 1: TADEER protocol

Step – 1: Read the measurements from the devices.
Step – 2: Get the data measured by the nodes from all nodes
(from node 1 to N).
Step – 3: Determine the type of sensed data at the starting node.
Step – 4: Find Cf using Table 4.
Step – 5: Compute Dadd (m) using Equation (8)
Step – 6: Find out next hop nodes for node i

Step – 7: Compute TR rate for all next hop nodes (i + 1) using
energy consumption rate
Step – 8: Determine %TR
Step – 9: Find α (i + 1) using Table 5.
Step – 10: Compute DTR (i, i + 1) using Equation (9.1)
Step – 11: Find β (i + 1) using Table 6.
Step – 12: Compute DEres (i, i + 1) using Equation (10.1)
Step – 13: Compute Dpath (i, i + 1) using Equation (10)
Step – 14: Find out minimum Dpath from all available path
delays and select the route for data transmission

3.4. Optimal route selection using TADEER
protocol

In data transmission using the TADEER protocol,
minimum delay, minimum energy consumption, and
less traffic are considered for selecting routes. Fur-
thermore, optimal path selection with traffic-aware
delay and a shorter distance path is required. There-
fore, optimal path with less delay based on TADEER
and the shortest path should be selected for bet-
ter performance. For the optimal route selection
process, the Fuzzy logic biogeography based opti-
mization (FL-BBO) algorithm [20] is employed. The

optimization process in FL-BBO is explained as
follows.

The geographical dispersal of biological species is
taken into account and an evolutionary algorithm is
developed, which is the conventional BBO algorithm
[21]. In BBO algorithm, species migrate from one
habitat to another habitat, according to the Habitat
Suitability Index (HSI) factor. This factor determines
the amount of suitability for a species to survive
in the habitat. A high value of HSI should be pos-
sessed by the habitat to be suitable for the species.
Suitability Index Variables (SIV) is the factors that
measure the habitability of an environment. Different
environmental factors like rainfall, temperature, crop
diversity, etc. fall under SIVs. This metric is variable
for different habitats, which is based on the suitabil-
ity factors. In large HSI habitats, many species are
present and they have a higher emigration rate. The
immigration rate (λ) and emigration rate (μ) are the
main points in the BBO algorithm. These rates are
computed for every habitat (Hi) using the equations
(11) and (12) respectively.

λi = I

(
1 − K (i)

N

)
(11)

μi = E

(
K (i)

N

)
(12)

where E and I are the maximum values of emigration
and immigration rates, respectively. N and K signi-
fies the total number of habitats and the number of
species in ith habitat. The habitats are taken as the
population of optimization problems. The SIVs are
equivalent to the components of the solutions and HSI
is similar to the fitness function for the problem. The
habitats with highest μ rates and lowest λ rates are
considered better for dwelling, and the species intend
to come out of the corresponding habitat. Moreover,
those habitats are ready to provide their SIV factors to
obtain better quality in other habitats. The objective
is to improve the SIV of the habitats.

In the developing BBO algorithm, the maximum
number of iterations and SIVs are initialized for the
problem. The habitat set is initialized as a vector hav-
ing a set of SIVs, which is considered as the solution
vector. A habitat set is depicted as,

H =

⎡
⎢⎢⎢⎢⎣

x11 x11 . . . x1m

x21 x22 . . . x2m

. . . . . . . . . . . .

xn1 xn2 . . . xnm

⎤
⎥⎥⎥⎥⎦ (13)
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For each habitat, HSI is computed for given λ and
μ rates. For the fitness function f (x), HSI can be
obtained as,

HSI1 = f (x11, x12, . . . , x1m) (14a)

HSI2 = f (x21, x22, . . . , x2m) (14b)

...

HSIn = f (xn1, xn2, . . . , xnm) (14c)

Elite habitats are identified and kept untouched.
The non-elite habitats undergo a migration process
based on immigration rate λ and emigration rate μ.
The probability for a habitat to be altered is com-
puted according to the immigration rate, while the
probability of the habitat that acts as a source for
alteration is computed, according to the emigration
rate. A habitat Hi is taken, and the migration process
is performed as follows. A habitat Hi with probability
proportional to λi, and a habitat Hj with a probabil-
ity proportional to μj are selected. Then, a random
SIV is taken from the habitat Hj , to replace the ran-
domly selected SIV Hi. Then, HSI is computed for
non-elite habitats. Then, the species count probability
is updated for every habitat. The probability update
equation for the time instant t to t is expressed in (15).

Ps (t + t) = Ps (t) (1 − λs�t − μs�t)

+ Ps − λs − �t + Ps + μs + �t
(15)

Subsequently, the mutation process is accom-
plished on each non-elite habitat and HSI is computed
again. For all habitats, Pi is computed using (15)
and SIV, having a probability proportional to Pi is
selected. These processes are repeated several times,
until the obtained solution is fit.

In the traditional BBO algorithm [21], the process
of selecting the immigration habitat does not consider
the amount of deviation existing between the selected
habitat for immigration and the original habitat. This
deviation must be significant in order to achieve the
necessary improvement in solution at each migration
process. If there is no imperative deviation between
habitats involved in migration operations, the opti-
mization process takes more time. In the FL-BBO
algorithm, the immigration rate (λi) and emigration
rate (μi) are computed based on the fuzzy logic-based
migration control parameter. This control parameter
is computed according to the difference between SIVs
selected for the migration process. Two sets of SIVs

SIVij (in ith row) and SIVkj (in kth row) are taken.
Then, the difference between each element of the
rows SIVij and SIVkj is computed using Equation
(16).

Diffk = SIVij − SIVkjk /= i (16)

After computing the difference between SIVs, the
change in difference is also computed. For computing
the change in difference, Diffk parameters (Diffk)
computed in current iteration iter and Diffk param-
eters computed in the previous iteration iter − 1 are
considered. Therefore, Diffk can be computed using
the Equation (17).

Diffk = Diffk (iter) − Diffk (iter − 1) (17)

Then, the difference parameter and change in dif-
ference parameter are applied to the fuzzy logic
controller. The fuzzy controller analyses these param-
eters for high, low, and medium values. Based on
these values, the control parameter for migration is
obtained. The input values of difference and change in
difference parameters are mapped into fuzzy groups.
For the computed fuzzy sets, membership functions
are formed, which fuzzify the input values into the rel-
evant linguistic variables. Then, the migration control
parameter (MCk), which is the output of the fuzzy
controller, is obtained using IF-THEN rules as fol-
lows.

If Diffk and Diffk are minimum, then MCk is
minimum; which is almost equal to 0.

If Diffk and Diffk are maximum, then MCk is
maximum; which is almost equal to 0.9.

If Diffk is minimum and Diffk (iter − 1) are max-
imum, then MCk is moderately low 0.3.

If Diffk is maximum and Diffk (iter − 1) are min-
imum, then MCk is moderately high 0.6.

Using the migration control parameters is given
with the new immigration rate and emigration rate
values are computed as provided in Equations (18a)
and (18b).

λkp = MCkI

(
1 − K (k)

N

)
(18a)

μkp = MCkE

(
K (k)

N

)
(18b)

The optimal route selection process using FL-BBO
is illustrated in the algorithm 2.

The FL-BBO algorithm is used for selecting opti-
mal routes. The links in the routes are taken as the
habitats in the habitat matrix. It is considered that
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Algorithm-2: FL-BBO for optimal route selection process

1. Take the links of network and give as habitat sets Hi input
2. Assign the initial parameters of BBO
3. for i = 1 to n
4. Compute HSI for each link set (Hi) using the fitness function

given in Equation (10).
5. Select the Hi with worst HSI value
6. End
7. for i = 1 to n
8. for j = 1 to m
9. for k = 1 to n
10. While (k /= i)
11. Compute difference between link parameters of SIVs
12. End
13. End
14. End
15. End
16. For k = 1 to n
17. Compute Diffk and �Diffk

18. Set min and max; modlow and modhigh

19. If Diffk = min and �Diffk = min

20. Set MCk = min

21. Else if Diffk = max and �Diffk = max

22. Set MCk = max

23. Else if Diffk = min and �Diffk = max

24. Set MCk = modlow

25. Else if Diffk = max and �Diffk = min

26. Set MCk = modhigh

27. Compute migration controlled immigration rate and
emigration rate using (21) and (22)

28. end
29. for each habitat from i = 1 to n
30. for k = 1 to m
31. Select Hik whose probability is proportional to λkp

32. end
33. For each habitat from j = 1to m
34. for k = 1 to n
35. Select Hkj whose probability is proportional to μkp

36. Replace Hik link with Hik link
37. end
38. end
39. end

there are n number of nodes, X = {X1, X2, .., Xn}
and m number of links, Y = {Y1, Y2, .., Ym}. The
number of routes R and the set of routes are denoted
as r = {r1, r2, .., rR}. Based on the parameters of the
link, the delay of each habitat set is computed using
Equation (10). Each habitat set is considered as a
route, and the habitat set with the minimum Dpath is
selected. If required fitness is not obtained, a migra-
tion process is performed, where the links of one
habitat set are taken and moved to another habitat set.
The migration process is done using a probabilistic
immigration rate and a probabilistic emigration rate.

Table 5
Simulation settings

Parameters Value

Number of nodes 20
Communication range 50m×50m
Nodes initial energy 3J
Packet size 512 bits

4. Results

The performance of the newly proposed traffic-
aware and delay-aware routing technique for
IoT-based WSN is observed through simulation
results. A simulation setup with different home appli-
ances connected with sensor nodes is deployed. The
performance is evaluated using MATLAB simulation
software. An IoT system with 20 sensor nodes is
arranged where the nodes are unevenly distributed.
For the effective purpose of communicating data
in the system, wireless links are used. The simula-
tion settings used for evaluating the proposed work
are provided in Table 2. To validate the proposed
work, the comparative analysis is performed with the
TEAR and ETASA methods. The network lifetime
is observed for the proposed work and is depicted
in Fig. 2. From the figure, it is noted that the nodes
die after 3000 rounds and 4500 rounds in the TEAR
technique and ETASA technique, respectively. In the
TADEER method, traffic rate and data critical level
are considered, and delay is set accordingly. Hence,
less energy is consumed in the proposed work. The
employment of the proposed technique increases the
network lifetime where the nodes are alive even after
5000 rounds.

If criticality factor (CF) is high, the delay is set
to be low. Hence, the chance for transmitting data
having high CF is high. When CF of data increases,
energy consumption in the network also increases.
In other methods like TEAR and ETASA, only traf-
fic rate is considered and the critical level of data is
ignored. In the proposed TADEER method, the delay
for data transmission is set based on its critical level.
Therefore, the energy consumption is low, when data
is less critical, as illustrated in the result graph in
Fig. 4. When the critical factor increases, the energy
consumption is high.

In the TEAR and ETASA methods, the delay is not
assigned, according to the data critical level. In the
proposed work, when the data criticality level is high,
less delay is set. Delay fixed according to CF of data
for different methods is shown in Fig. 5. Similarly,
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Fig. 5. Network lifetime in different methods.

Fig. 6. Energy consumption vs Criticality factor.

delays are high, when traffic rate at the node is large.
The delay for different traffic rates is given in Fig. 6.

Figure 7 shows energy consumption for different
traffic rates. When the traffic rate is high, more energy
is consumed in data transmission. In the TEAR and
ETASA methods, energy consumption is decreased
when the traffic rate increases. In the proposed work,
along with the traffic rate, the critical level of data
is considered. Based on these two factors, a delay is
set for data transmission. For high traffic rate, more

Fig. 7. Delay vs criticality factor.

delays are set. Thus, the energy consumed for data
transmission is reduced.

5. Conclusion

In this work, TADEER scheme is presented for life-
time maximization in IoT system applications. The
proposed routing algorithm enables to send the crit-
ical data in the network without any delay. In the
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Fig. 8. Delay vs Traffic rate.

Fig. 9. Energy consumption vs Traffic rate.

proposed TADEER method, a delay is set for trans-
mitting data, based on its critical level and traffic rate
at the node. The routing algorithm helps in reduc-
ing the number of transmissions within the network.
Moreover, the delay for critical data transmission is
set to be low. Hence, the critical data are sent, with-
out a miss. This ensures data transmission accuracy in
the network. The proposed work is evaluated by sim-
ulating the network and observing metrics like energy
consumption, delay, and network lifetime. The results
show that for nodes with less traffic, less energy is
consumed. It is also observed that when the data
critical level is low, less energy is consumed. The
proposed work gives better performance, when com-
pared with the TEAR and ETASA methods. In the
future, security concerns and methods for enhancing
security in the proposed work can be presented.
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