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Abstract. Design knowledge is critical to creating ideas in the conceptual design stage of product development for innovation.
Fragmentary design data, massive multidisciplinary knowledge call for the development of a novel knowledge acquisition
approach for conceptual product design. This study proposes a Design Knowledge Graph-aided (DKG-aided) conceptual
product design approach for knowledge acquisition and design process improvement. The DKG framework uses a deep-
learning algorithm to discover design-related knowledge from massive fragmentary data and constructs a knowledge graph
for conceptual product design. The joint entity and relation extraction model is proposed to automatically extract design
knowledge from massive unstructured data. The feasibility and high accuracy of the proposed design knowledge extraction
model were demonstrated with experimental comparisons and the validation of the DKG in the case study of conceptual
product design inspired by massive real data of porcelain.
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1. Introduction

Concept product design plays an essential role in
innovative product development, and existing studies
have shown that concept product design influences
about 70–80% of product lifecycle costs [1]. Due to
the design process requires a significant amount of
design-related knowledge, such as shapes, patterns,
and materials, acquiring valuable design information
is critical for conceptual product design. However,
retrieving data directly from websites is inefficient
for professional designers, because information on
the Internet is always massive and fragmented.
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To get the required design knowledge from mas-
sive fragmentary data, most existing methods focus
on designing a framework to manage massive
design-related data. For example, some researchers
proposed an Extensible Markup Language (XML)-
based model to streamline design and manufacturing
activities [2]. Besides, ontology [3, 4] and Web Ontol-
ogy Language (OWL) [5] methods were used to
acquire and manage design knowledge from mas-
sive online data. The design platforms are constructed
manually by experts, and previous design knowledge
management methods have fragmentation problems,
limited reasoning and insufficient visualisation of
data. As a result, these limitations severely restrict
the application.

Knowledge graph is a semantic network that con-
nects different data using entities, relations and
attributes [6]. It has been used widely in digital
industrial products and services, intelligent educa-
tion, digital clinical database [7–9] and other areas.
In the knowledge graph-based knowledge acquisition
methods for product development, Hao et al. [10]
proposed a knowledge graph-based integration and
navigation method for engineering design decision
knowledge. Zhang et al. [11] presented a framework
for the design knowledge representation based on the
knowledge graph and CBR. Huet et al. [12] built a
knowledge graph-based design assistant platform for
design knowledge of complex engineering systems.
Guo et al. [13, 14] proposed an automatic process
decision-making system based on the knowledge
graph. Wang et al. [15] presented a knowledge graph-
based design requirement elicitation framework in the
intelligent product-service system. Li et al. [16] pro-
posed a knowledge graph-aided concept–knowledge
approach for product-service system development.
The above knowledge graph-based methods solve
the fragmentation, limited reasoning and insufficient
visualisation of knowledge acquisition for product
development. As for the knowledge graph for con-
ceptual product design, some specific tasks, including
product attributes acquisition [17], modelling of
design workflow [18] and modelling of process exe-
cution sequence [19], have been applied knowledge
graph to conceptual product design. However, there
are few studies on acquiring massive fragmentary
design knowledge, such as design aesthetics and
creative cultural products. Compared with conven-
tional knowledge acquisition methods for conceptual
product design, such as XML [2], ontology [3,
4] and OWL [5], knowledge graph has significant
advantages in automation, reasoning and visualisa-

tion. Therefore, this study proposes a knowledge
graph-aided design knowledge acquisition method
for conceptual product design.

According to existing research [20], the key
technology of knowledge graph construction is to
extract entities and relations from unstructured data.
However, there are three challenges for applying
knowledge graph to conceptual product design as
follows:

(1) Analyse conceptual product design elements
and construct a relevant knowledge graph
framework. Most knowledge graph research
concentrated on the manufacturing area, such
as manufacturing documents [21], product
attributes acquisition [17], manufacturing-
related semantic relations identification [22],
and intelligent query system for equipment
faults [23]. Other knowledge graph frame-
works in different domains cannot be used
directly, and there is inadequate research on
the application of knowledge graph in con-
cept product design to apply knowledge graph
to conceptual product design. Therefore, it is
challenging to propose a generic framework
to construct knowledge graph to facilitate the
conceptual product design process.

(2) Create entity and relationship extraction mod-
els compatible with cultural design data.
Overlapping entity redundancy scenarios,
computational costs (see Section 4 for details)
and other design knowledge extraction prob-
lems make extracting design knowledge from
unstructured data challenging. Entity and rela-
tion extraction models that fit the design
data characteristics are essential in knowledge
graph construction.

(3) The performance of the DKG is limited by
specific design tasks. Compared with other
fields applying knowledge graph technology,
there are unique processes in concept product
design, such as design inspiration acquisition,
design knowledge comparison, design knowl-
edge management and design implementation.
Applying the knowledge graph to the concep-
tual product design process should solve the
existing design problem.

To fulfil the research gap and challenges above, the
objective of this study is to propose a Design Knowl-
edge Graph-aided (DKG-aided) conceptual product
design approach for acquiring interrelated design
knowledge and improving the design process. The
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specific study objectives are as follows:

(1) A generic and compatible DKG framework
is proposed for the conceptual product design
process and design knowledge characteristics.

(2) The design knowledge extraction model is
designed to extract design-related entities and
relations from unstructured data, solve the
problem of overlapping entity redundancy sce-
narios and computational costs, and build the
DKG automatically.

(3) Applying the DKG framework to a case study
by verifying the real online data to promote
the conceptual product design process. Vali-
date that the DKG facilitates the conceptual
product design process, including design inspi-
ration acquisition, knowledge comparison and
knowledge management.

The remainder of the study is organised as follows:
In Section 2, the related works of design knowledge,
knowledge graph, and knowledge extraction methods
are analysed. In Section 3, the DKG framework for
the conceptual product design process is proposed.
In Section 4, a joint entity and relation extraction
model is designed for the design knowledge extrac-
tion mission. In Section 5, results and discussion
are presented. Section 6 contains the conclusion and
future work.

2. Related works

This section reviews the contributions and limita-
tions of previous methods of design knowledge-aided
conceptual product design. The state-of-art knowl-
edge extraction methods are also presented.

2.1. Design knowledge-aided conceptual
product design

Design knowledge includes explicit and implicit
information to support the entire conceptual prod-
uct design process. As shown in Fig. 1, to analyse
the design knowledge in the conceptual product
design, some researchers [24, 25] conducted research
on the design knowledge flow in conceptual prod-
uct design, with data hierarchy, function hierarchy
and conceptual design hierarchy. The data hierarchy
stores explicit and implicit design knowledge such
as modelling, pattern, function and colour. Design
knowledge is acquired, represented and stored in the
management system in the function hierarchy. Design
knowledge evolves from the existing design knowl-
edge, expressed in the next conceptual product design
hierarchy to support design practice, collaborative
design, idea stimulation and design analysis.

However, design-related data is massive and frag-
mentary, and the search results of simple keywords

Fig. 1. Design knowledge flow of conceptual product design (summarised from references [24, 25]).
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Table 1
Comparison among previous design knowledge-aided conceptual product design methods

Method Contributions Disadvantages

XML based-method proposed a CMSDIM model based on XML to
streamline design and manufacturing activities [2]

has no semantic description

Ontology based-method constructed a semantic modelling system based on
ontology and XML topic map that could effectively
model the dynamic design knowledge [3]

has limited modularity, reasoning, automation,
understandability

proposed an ontology-based method for knowledge
modelling of manufacturing process planning [4]

has limited reasoning, automation,
understandability, and visualisation

OWL-based method proposed an OWL-based knowledge representation
model, including functional and aesthetic aspects of
design information representation, for supporting
conceptual product design [5]

the acquisition of user perceptions and designer
intentions relied on carrying out surveys, and the
information annotation was a manual process

Knowledge graph-based
method

proposed a knowledge graph-based requirement
elicitation framework in the intelligent
product-service system [15]

only supports the requirement elicitation stage

proposed a knowledge graph-aided
concept–knowledge approach for product-service
system development [16]

needs enough amount of knowledge resources, and
plenty of time and space is required

proposed a node2vec-based parameterised
representation of geometric elements and assembly
constraints approach [20]

the number of nodes in common mechanical
products is small, which will affect parameterised
representation

are always incorrect. Acquiring valuable design
knowledge from such information is inefficient.
Moreover, the search results of different web pages
are disparate silos of data, and do not know the
underlying relationships between other data and how
they are interconnected to understand the design
knowledge. Researchers have done in-depth work in
previous methods of design knowledge-aided con-
ceptual product design, which is summarised in
Table 1, including XML ontology, OWL and knowl-
edge graph. For example, Bloomfield et al. [2]
proposed an XML-based model to streamline design
and manufacturing activities. He et al. [4] presented
ontology-based methods for knowledge modelling of
process planning. Hu et al. [5] constructed an OWL-
based representation model for conceptual product
design knowledge, including functional and aesthetic
aspects of design information representation.

Although classic design knowledge-aided con-
ceptual product design methods have made great
contributions, most of these methods have many obvi-
ous disadvantages. For example, the XML method
has no semantic description. The ontology and OWL
methods have limitations in semantic description,
reasoning, automation and visualisation. It is worth
mentioning that the knowledge graph provides a
novel approach to the semantic representation of
design knowledge, while the existing knowledge
graph-aided methods only support specific stages in
the design process, such as requirement elicitation
and digital model representation. Therefore, it is nec-

essary to propose a novel framework with massive
high-quality and quantity knowledge data to support
the whole conceptual product design process.

The knowledge graph is a semantic network that
links different data with entities, relationships and
attributes [26]. It has certain irreplaceability in areas
such as visualisation of design knowledge [27], mod-
elling of design workflow [18], and modelling of
process execution sequence [19]. Nowadays, spe-
cific tasks, such as product attributes acquisition
[17], design knowledge management [16] and uni-
fied process information modelling [20], have been
applied knowledge graph to the conceptual product
design. However, there are few studies on acquiring
multi-discipline design knowledge, such as design
aesthetics and creative cultural products, on help-
ing designers conduct design tasks. Hence, the most
urgent demand for conceptual product design is con-
structing a knowledge graph to realise intelligent
design knowledge service platforms for designers.

2.2. State-of-art knowledge extraction methods

Knowledge graph construction mainly includes
domain ontology construction, knowledge extrac-
tion, knowledge fusion, knowledge reasoning, and
graph application [28]. Knowledge extraction (entity
extraction and relation extraction) is the key step
of knowledge graph construction. Extracting design-
related knowledge and then constructing a knowledge
graph to combine disparate silos of data is helpful for
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designers in conducting conceptual product design.
Entity extraction is the first step of knowledge

extraction. In the early stage, statistical algorithms
and machine learning, such as support vector
machines [29], hidden Markov [30], and Conditional
Random Fields (CRF) [31], are used to extract entities
from unstructured text data. After that, deep learning
has been widely used in entity extraction by using
sequence labelling tasks to complete entity extraction
tasks, and the accuracy has reached over 70%. For
example, Dou et al. [32] proposed the ID-CNN-CRF
algorithm to extract the entities of intangible cultural
heritage automatically. Li et al. [33] extracted medi-
cal entities from electronic medical records by using
Bidirectional LSTM-CRF (BiLSTM LSTM-CRF).
After that, large-scale pre-training language models,
such as BERT [34] and XLNet [35], have increased
the accuracy of various tasks in natural language pro-
cessing to more than 93%. Despite the advantage of
high accuracy, the above models incur a large amount
of computing cost.

Relation extraction is the second step of knowl-
edge extraction. In the beginning, semantic rules and
templates were used to extract relations. Afterwards,
researchers have done in-depth work on deep learning
methods in the past few years. For example, Samuel
et al. [36] presented the model of BiLSTM to extract
relations based on the word vector attention mech-
anism. Li et al. [37] proposed the Lattice LSTM
model of word vectors to extract Chinese character
relations. The above research has achieved good per-
formance in relation extraction independently. The
relation extraction is dependent on entity extraction,
which makes it hard to extract overlapping entity-
relation triples. In the case of overlapping entities
and relations, the sequence tagging method in the
traditional relationship extraction method can only
extract one relationship of an entity pair. It cannot
solve the relationship extraction in the overlapping
phenomenon [38, 39].

To solve the extraction problem of overlapping
scenes, some research processes entity extraction
and relation extraction together by the joint entity
and relation extraction methods. For example, a
sequence-to-sequence (Seq2Seq) model with a copy
mechanism was proposed to extract overlapping
triples [40]. Based on the Seq2Seq model, they
improved considerably with reinforcement learning
[41–43]. Moreover, Graph Convolutional Networks
were introduced to model text as relational graphs
[44]. Li et al. [45] presented a Multi-Turn QA model
to extract triples by answering templated questions.

Most previous methods treat relations as discrete
labels assigned to entity pairs, which have poor
effects if multiple relationships exist between entities.
Wei et al. proposed [46] CASREL to learn entities
and relations through an end-to-end cascade binary
tagging framework to address the overlapping prob-
lem. The training objective of the cascade framework
is designed at the triple level, which naturally solves
the overlapping problem.

2.3. Research gaps

The literature above has explored design
knowledge-aided conceptual product design meth-
ods and possible applications of knowledge graphs
in conceptual product design. The state-of-art
knowledge extraction methods were examined. But
there are still some critical challenges:

(1) The lack of a knowledge graph-aided con-
ceptual product design framework to support
knowledge acquisition.

(2) There are limitations in the design knowl-
edge extraction, which is hard to solve the
overlapping triple problem of the knowledge
extraction task.

(3) The current conceptual product design
approaches focus on specific tasks, which is
insufficient compared with the overall design
process.

Based on the previous research, it is evident that
there are still some deficiencies in the knowledge
graph-aided conceptual product design. Motivated
by research gaps and challenges, this study pro-
poses the DKG framework for the conceptual product
process and discusses the definition, hierarchies,
modules, and application of the DKG. A design
knowledge extraction model is proposed to construct
the DKG. The construction and application of the
DKG are demonstrated to accomplish knowledge
acquisition, management and sharing for conceptual
product design. Advantages, limitations, conclusions
and future work are also discussed.

3. DKG framework for conceptual product
design

3.1. DKG framework

The process of conceptual product design can be
described as a flow of knowledge transformation. It
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Fig. 2. The proposed DKG framework.

has the design goal stage (market research, design
requirement, design inspiration), design analysis
stage (knowledge collection, design comparison,
knowledge management), and design implementa-
tion stage (design integration, conceptual design
practice, decision-making) [22].

Compared with the conventional design knowl-
edge management methods, such as XML and OWL,
knowledge graph has advantages for automatic con-
struction, information visualisation and semantic
association. Owing to the application innovation, this
section proposes a DKG framework to support the
conceptual product design process, such as design
inspiration, knowledge collection, design compari-
son, knowledge management, design integration, and
conceptual design practice. (Fig. 2).

The proposed DKG framework includes resource
layer, knowledge management layer, knowledge
extraction layer, and the DKG-aided conceptual prod-
uct design layer. In the resources layer, design
inspiration data, existing product specification data,
and other design knowledge constitute the data

resources. It is the foundation of the proposed frame-
work with massive data. The knowledge management
layer aims to provide an ontology for the follow-
ing knowledge extraction layer. Many design-related
concepts and relationships, such as shape, pattern
and function, become the entities and relations of
the domain ontology. The knowledge extraction layer
includes the data collection, storage, and design
knowledge extraction module. The design-related
knowledge is collected from the resource layer, and
then extract the design knowledge from unstructured
data using the proposed design knowledge extraction
model. The DKG-aided conceptual product design
layer involves integrating entities and relations, con-
structing the DKG and supporting the conceptual
product design process.

Five core modules are further elaborated to
construct the proposed four-layered framework,
including the domain ontology construction module,
data collection and storage module, design knowl-
edge extraction module, DKG construction module,
and DKG-aided conceptual product design module.



Y. Huang et al. / Design knowledge graph-aided conceptual product design approach 5339

3.2. Module 1: domain ontology construction

The main objective of this section is to clarify
the top-level schemas in design knowledge acquisi-
tion and define the domain concepts in ontology as a
reference for the later modules. The DKG-aided con-
ceptual design is a knowledge-intensive process that
highly relies on the domain knowledge of the specific
project. The domain ontology is used due to its good
representation of knowledge structure.

Based on the previous research [47], the process of
domain ontology construction is as follows: Firstly,
The concepts are classified from data according to
some rules, such as the requirements of design-
ers, the CIDOC CRM domain ontology model [48],
the creative design ontology model [49, 50], and
other design ontologies. The concepts should satisfy
the principles of independence, sharing and min-
imisation. Then, the top-down approach connects
the concepts and builds a hierarchical framework.
Finally, the relational framework is constructed to
describe the relationships between different concepts.

It is worth mentioning that the entities and relation-
ships are usually pre-defined by designers or experts
in the phase of domain ontology construction, and
there are significant differences between different
design cases.

3.3. Module 2: data collection and storage

The DKG data mainly includes design inspira-
tion data and existing product specification data.
Design inspiration data is a powerful resource
for conceptual product design, including design
websites, creative cultural websites, intangible cul-
tural heritage websites and Wiki websites. Existing
product specification data refer to the relevant prod-
ucts designed in the previous projects, collected
from the database as a reference for future design
projects.

Different types of design-related data are stored
in the relational database and the NoSQL database.
The relational database stores integrated data due to
the structural format. The NoSQL database stores the
extracted knowledge in the graph-based form, where
the nodes depict entities, and the edges represent their
relationships. Neo4 j, as a typical NoSQL database,
has the advantage of high performance for retrieval
and application. Hence, Neo4 j is used for the DKG-
aided conceptual product design in the following case
study.

3.4. Module 3: design knowledge extraction

A joint entity and relation extraction method is pro-
posed to discover implicit design knowledge from
massive and fragmented online data. An encoder
based on replaced token detection is presented to
contextualise the input sentences. A cascade decoder
inspired by the CASREL model [46] is constructed
for converting triple extraction to mapping two enti-
ties. For example, the entity-relation triple (blue and
white dragon pattern bottle, shape, round) can be
extracted from the text ‘blue and white dragon pat-
tern bottle is round’. The proposed design knowledge
extraction model is further discussed in Section 4.

3.5. Module 4: DKG construction

Design Knowledge Graph DKG = <V, E > can be
constructed where V stands for entities of the graph
and E means the relations between entities. Each
entity represents a design-related knowledge node,
and relationships define the edges between them.
Considering all the possibilities of the relationships
between entities, all types of entities and relations
will appear in the DKG. With the help of the design
knowledge extraction model, the increasing amount
of design knowledge can be collected automatically
and periodically from online resources and stored in
the dataset, which dynamically constitutes the entire
DKG.

3.6. Module 5: DKG-aided conceptual product
design

The function of the website is developed accord-
ing to the conceptual product design process with
the extracted design knowledge. The Neo4 j is used
to store large numbers of entities and relations.
The Flask web framework written in Python is
used to deploy the knowledge extraction model. The
website provides designers with better design knowl-
edge services such as idea stimulation, inspiration
management, and decision-making. The DKG-aided
conceptual product design is discussed further in Sec-
tion 5.4. Meanwhile, the design knowledge extraction
model is demonstrated in the next section.

4. The joint entity and relation extraction
model for design knowledge extraction

4.1. Problem description

It is essential to extract entity-relation triples
G = head, relation, tail from the unstructured
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design-related text for constructing the DKG. For
example, extracting entity-relation triple (blue and
white dragon pattern bottle, is shape of, round) from
the text The blue and white dragon pattern bottle
is round and slightly open. However, there are two
obstacles hinder the design knowledge extraction.
Using pre-training language models to realise the
first step of knowledge extraction (entity extraction)
incurs a large amount of computing cost, as discussed
in Section 2.2. Besides, there are always overlapping
scenarios in design knowledge extraction tasks, as
shown in Fig. 3(a).

4.2. The framework of the design knowledge
extraction model

The first problem of design knowledge extrac-
tion is the computing cost during using pre-training
language models for encoding the context informa-
tion. Despite the numerous successes of pre-training
models such as BERT [34] and XLNet [35], which
generally uses masked language modelling (MLM),
reducing the computing cost remains a challenge.
MLM method corrupts the input by replacing tokens
with [MASK] before training a model to recreate
the original tokens, which typically require lots of
amount of computing to be effective for good per-
formance. In the literature [51], the replaced token
detection is a more sample-efficient pre-training task.
The replaced token detection method corrupts the
input instead of masking the input by replacing some
tokens with plausible alternatives sampled from a
generator network. Then it trains a discriminative
model that forecasts whether each token was replaced
by a generator sample or not instead of training the
model that predicts the original tokens of the cor-
rupted tokens. Several experiments in the previous
research [51] demonstrate that the replaced token
detection is more sample-efficient than MLM pre-
training methods like BERT [34] and XLNet [35]
because it is defined over all tokens instead of the
masked subset. Hence, assuming the same model
data, size and computation, the contextual repre-
sentation of the replaced token detection method
outperforms the MLM method. It also works well
at a large scale and performs similar to XLNet and
RoBERTa [52] while using less than 1/4 of the com-
pute for training.

Therefore, we believe that introducing the replaced
token detection for design knowledge extraction can
help encode the context information and reduce the
computing cost in the pre-training task.

Furthermore, the second obstacle in design knowl-
edge extraction is overlapping triples. The essence
of the overlapping problem is overlapping entity
redundancy (Fig. 3(a)). Some research [41–45] treat
relations as discrete labels assigned to entity pairs to
solve the overlapping entity redundancy, which has
poor effects if there are multiple relationships exist
between entities. The cascade framework inspired
from CASREL [46] learns both entities and relations
through an end-to-end cascade binary tagging frame-
work. The design knowledge extraction is to identify
all potential (subject, relation, object) triples in a sen-
tence, in which some triples may share subjects or
objects. To achieve this purpose, we directly model
triples and create training objectives at the triple level.
In contrast to earlier approaches such as [41], the
training goal is defined separately for entities and
relations without directly modelling their integration
at the triple level. Detailly, given annotated input sen-
tence xj from the design-related training set D and
some possible overlapping triples Tj = {(s, r, o)} in
xj , maximise the data likelihood of the training set
D:

|D|∏
j=1

⎡
⎣ ∏

(s,r,o)∈Tj

p
(

(s, r, o)
∣∣xj

)⎤⎦ (1)

=
|D|∏
j=1

⎡
⎣∏

s∈Tj

p
(
s
∣∣xj

) ∏
(r,o)∈Tj |s

p
(

(r, o)
∣∣s, xj

)⎤⎦ (2)

=
|D|∏
j=1

⎡
⎣∏

s∈Tj

p
(
s
∣∣xj

) ∏
r∈Tj |s

pr

(
o
∣∣s, xj

) ∏
r∈R\Tj |s

pr

(
o∅

∣∣s, xj

)⎤⎦ .

(3)

where s ∈ Tj . is a subject in Tj . Tj |s is the set of
triples whose subject is s in Tj . (r, o) ∈ Tj |s denotes
a pair of (r, o) led by subject s in Tj . R is t set of all
possible relations. R\Tj|s denotes all relations except
those led by s in Tj . o∅ is a ‘null’ object. Equation
(2) exploits the chain rule of probability. Equation
(3) applies the crucial fact that for a given subject s,
any relation relevant to s would have corresponding
objects in the sentence and other relations would have
no object in the sentence.

This formulation has several advantages. First,
since the data likelihood begins at the triple level,
maximising this likelihood equates to optimising the
final evaluation criteria directly at the triple level.
Second, by making no assumptions about how sev-
eral triples may share entities inside a sentence, it
is designed to solve the issue of overlapping triples.
Thirdly, the decomposition in Equation (3) motivates
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Fig. 3. An overview of the proposed design knowledge extraction model. a, An example of the overlapping scenarios. Several triples share
the same subject’ Blue and white dragon pattern bottle’. b, The proposed design knowledge extraction model. One subject ‘Blue and white
dragon pattern bottle’ is detected at the subject tagger level. The Relation-specific object taggers are employed to find corresponding objects
of the subject on different relations.

a novel tagging scheme for triple extraction. As
opposed to classifying relations for (subject, object)
pairs, each relation is described as a function that
maps subjects to objects in this way. Hence, the cas-
cade framework finds all possible subjects in the
sentence, and then it applies relation-specific object
taggers to find all relevant relations to the correspond-
ing objects. Since the formulation is optimised at the
entity-relation triple layer, optimising the data likeli-
hood optimises the final evaluation at the triple level.
It can essentially solve the overlapping entity redun-
dancy.

As a result, to achieve the design knowledge extrac-
tion and solve the problem of computing cost and
overlapping entity redundancy, this study instanti-
ates the design knowledge extraction model as an
encoder based on replaced token detection and a cas-
cade decoder. The encoder module based on replaced
token detection extracts feature information from the
input sentences. The cascade decoder consists of the
subject tagger and relation-specific objects tagger.
The subject tagger is used to find all the subjects in the
input sentence, and the relation-specific object tag-

gers are employed to find corresponding objects of the
subject in turn. Finally, the novel model can extract
multiple overlapping entity-relation triples from the
unstructured text at the same time.

4.3. The encoder based on replaced token
detection

The encoder module based on replaced token
detection extracts feature information xj from the
input design-related sentence xj , which will feed into
subsequent tagging modules. It trains a generator G

and a discriminator D, as shown in Fig. 3(b). Each one
consists of an encoder that maps a sequence of input
tokens x = [x1, . . . , xn] into contextualised vec-
tor representations h (x) = [h1, ..., hn]. For a given
position t, the generator outputs a probability for
generating a token xt with a softmax layer:

pG (xt |x ) = exp(e(xt )
T hG (x)t ) /

∑
x′

exp(e(x′)T hG (x)t ) . (4)
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where e denotes token embeddings. The discrimi-
nator D predicts whether the token xt comes from
the data rather than the generator distribution, with a
sigmoid output layer:

D (x, t) = sigmoid(wT hD (x)t ) . (5)

Then training the generator using the MLM pre-
training task. First, MLM selects a random set of posi-
tions to mask out m = [m1, · · · , mk]. The selected
tokens are replaced with a [MASK] token and denote
this as xmasked = REPLACE (x, m, [MASK]). The
generator predicts the original identities of the
masked-out tokens. The discriminator distinguishes
the corrupted examples xcorrupt from the data that the
generator has replaced. The loss functions are

LMLM (x, θG) = E

[∑
i∈m

−logpG

(
xi

∣∣xmasked
)]

. (6)

LDisc (x, θD) = E

n∑
t=1

(
x

corrupt
t = xt

)
log D

(
xcorrupt , t

)

+
(
x

corrupt
t /= xt

)
log(1 − D

(
xcorrupt , t

)
). (7)

Finally, minimising the combined loss over a large
design corpus χ of raw text. We approximate the
expectations in the losses with a single sample and
do not back-propagate the discriminator loss through
the generator. After pre-training, fine-tune the dis-
criminator on downstream tasks.

min
θG,θD

∑
x∈χ

LMLM (x, θG) + λLDisc (x, θD) . (8)

4.4. The cascade decoder

After having the feature information xj from the
input design-related sentence xj using the encoder
based on replaced token detection, the cascade
decoder is introduced to extract design-related enti-
ties and their relations from the overlapping entity
redundancy scenes. The cascade decoder inspired by
CASREL [46] is modelled according to the formula-
tion (1)(2)(3), which consists of a subject tagger and
relation-specific object taggers (Fig. 3(b)).

4.4.1. Subject tagger
The subject tagger module is designed to find all

design-related subjects of the sentence by decod-

ing the encoded vector hN produced by the N-layer
encoder. Specifically, it adopts two binary classi-
fiers to detect the start and end positions of subjects,
respectively. The subject tagger assigns each token
a binary tag (0/1) to indicate whether the token is a
start/end position of a subject or not.

The subject tagger on each token is operated as
follows:

p
starts
i

= σ (W startxi + bstart ) . (9)

p
ends
i

= σ (W endxi + bend ) . (10)

where pstart s
i and pend s

i respectively denote the prob-
ability of identifying the i − th token as the start and
end position of the subject. If the probability exceeds
the threshold, the token will be assigned with a tag
1. Otherwise, the token will be assigned with a tag 0.
xi represents the encoded representation of the i − th

token. σ is the sigmoid activation function, W (·) is the
trainable weight, b(·) represent the bias.

The subject tagger identifies the span of the
design-related subject s by optimising the following
likelihood function:

pθ ( s| x) =
∏

t∈starts ,ends

L∏
i=1

(
pt

i

)Iyt
i
=1

(
1 − pt

i

)Iyt
i
=0

. (11)

where L represents the length of the sentence. If z

is true, I {z} = 1, I {z} = 0 otherwise. y
starts
i indi-

cates the binary tag of the subject start position for the
i − th token in x, and y

ends
i indicates the binary tag

of the subject end position for the i − th token. The
parameters θ = {W start, bstart, Wend, bend}. If there
are several subjects, the span of the subject is decided
according to the nearest start and end pair match
principle.

4.4.2. Relation-specific object taggers
The relation-specific object tagger module is con-

structed to find the design-related objects and the
involved relations simultaneously. It consists of
relation-specific object taggers with the same struc-
ture as the subject tagger for all possible relations.

The relation-specific object tagger on each token
is operated as follows:

p
starto
i

= σ
(
W r

start (xi + vk
sub

)
+ br

start ). (12)

p
endo
i

= σ
(
W r

end (xi + vk
sub

)
+ br

end ). (13)
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where p
starto
i and p

endo
i respectively denote the prob-

ability of identifying the i − th token as an object’s
start and the end position. vk

sub represents the encoded
representation of the k − th subject. The same decod-
ing process is iteratively applied to each subject.

Given an encoded input sentence x and an extracted
subject s, the object tagger identifies the span of a
design-related object o for potential relation r by
optimising the following likelihood function:

pφr ( o| s, x) =
∏

t∈{starto,endo}

L∏
i=1

(
pt

i

)I

{
yt
i
=1
} (

1 − pt
i

)I

{
yt
i
=0
}

(14)

where indicates the binary tag of object start posi-
tion y

starto
i for the i − th token in x, and y

endo
i

shows the binary tag of object end position for
the i − th token. If there is a null object o∅,
y

start o∅
i and y

end o∅
i indicates 0. The Parameter ϕr ={

W r
start, b

r
start, W

r
end, b

r
end

}
.

4.4.3. Data log-likelihood objective
Taking the log of Equation (3), the objective J (�)

is:

J (�) =
|D|∑
j=1

⎡
⎣∑

s∈Tj

log pθ

(
s
∣∣xj

)

+
∑

r∈Tj |s
log pφr

(
o |s , xj

)

+
∑

r∈R\Tj |s
log pφr

(
o∅ |s , xj

)⎤⎦ . (15)

where pθ (s |x ) represents the likelihood function of
subject taggers, pφr (o |s , x) stands for the likeli-
hood function of the relation-specific object taggers,
pφr

(
o∅ |s , xj

)
means the likelihood function of null

object, parameters � = {θ, {φr}r∈R}. The model is
trained by maximising J (�) through Adam stochas-
tic gradient descent [53] over shuffled mini batches.

5. Case study

To verify the effectiveness of the proposed DKG
framework and the extraction model, a case study
of conceptual product design inspired by intangible
cultural heritage was discussed. Innovative cultural
products can benefit local manufacturing enterprises,
so we constructed the DKG based on the proposed

method to assist designers in conceptual product
design. The core steps of the case study are shown
in Fig. 4. The case study was implemented based on
Python 3.6, CUDA 10.1, PyTorch 2.7, Neo4 j, and
SQL Server. The hardware system is Windows 10
with an i7 7700K CPU and 1080Ti 11 G GPU.

5.1. Domain ontology construction and dataset
preparation

Design data refer to massive data with many
design-related characteristics in the websites. Product
designers can get inspiration from data of intangible
cultural heritage, such as colour, pattern and material
processing. Thus, we apply a large amount of text data
collected from the Chinese Palace Museum website
(https://www.dpm.org.cn/collection/ceramics.html)
to validate the proposed model and framework. A
case study was conducted to show how the knowl-
edge graph organises intangible cultural heritage
data and supports conceptual product design. This
study collected 1151 pieces of porcelain, 4658
images, and 639,676 words of description from the
website as the source of the design-related dataset.

Domain ontology describes the design-related con-
cepts with entities and explains the relations between
entities. This study defines the domain ontology
of the DKG by the multidisciplinary team. The
multidisciplinary team for this study comprises prod-
uct designers, intangible cultural heritage (ICH)
researchers and computer programmers. Multidisci-
plinary teams are selected on the basis that they must
have worked for at least five years to ensure the vali-
dation of this study. The function of product designers
is to define the conceptual product design knowl-
edge in the data, including shape, colour, material,
structure, and function. The ICH researchers help
product designers to classify creative culture design,
such as chronology, processing techniques, shape,
function and excavation sites. Computer program-
mers are responsible for the computer technology
for the DKG. In this study, the domain ontology was
analysed with the help of five experienced product
designers, two ICH researchers and two program-
mers, who worked together to develop the domain
ontology. The process of domain ontology construc-
tion was as follows: (1) Opinions on the ontology
classification were collected from a multidisciplinary
team, and the following topics were discussed: ‘What
are the components of knowledge of an object for
conceptual product design? What framework can
be developed?’ (2) Implementing focus groups. The

https://www.dpm.org.cn/collection/ceramics.html
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Fig. 4. The core step of the case study.

moderator introduces the topics. The multidisci-
plinary team discussed the topics, and the researcher
recorded the verbal and non-verbal information of
the participants using video. (3) The concept classi-
fication is derived by analysing and organising the
information using content analysis and framework
structure methods. Finally, domain ontology con-
cepts include name, dynasty, pattern, shape, colour,
glaze, and function. Name mainly refers to the name
of objects, people, and organisations. For example,
‘Blue and white bowl with pine, bamboo and plum
pattern’ is the name of porcelain. Dynasty, pattern,
shape, and colour have design-related knowledge,
such as ‘Qing dynasty’, ‘Bamboo pattern’, ‘round
shape’, and ‘blue and white’. The glaze is a kind
of impervious layer of a vitreous substance, which
can serve to colour, decorate, underlying design or
texture. The function, such as tableware, decoration
and sacrifice, is the reference for designers to con-
duct conceptual product design. Then, the relations
between the entities were defined. A part of the enti-
ties and relations are shown in Table 2 and Fig. 5. For
example, ‘P4 has time span’ is the relation between
the entity ‘Dynasty’ and the entity ‘Time-span’, and
‘P2 has colour of’ is the relation between the entity
‘Glaze’ and the entity ‘Colour’.

A dataset was constructed to train and test the effec-
tiveness of the proposed design knowledge extraction
model. The data were tagged manually using the Brat
annotation software based on the domain ontology to
build the corpus, as shown in Fig. 6(a). The manual

annotation method was adopted using Brat annota-
tion software. The annotated corpus was converted to
dataset formats using Python, as shown in Fig. 6(b).
The dataset was divided into the training set, valida-
tion set and testing set according to the ratio of 8:1:1
and contained 8689 triples and 97 types of relations.
In addition, the number of entities and relations has
a long-tail effect, which may impact the results.

5.2. Extraction of design knowledge

To verify the effectiveness of the proposed design
knowledge extraction model in Section 3, the design
knowledge extraction model was evaluated on the
constructed dataset in Section 5.1. The model was
tested on the public dataset DuIE [54] as well, which
has 194,747 sentences and 49 relations. The statistics
of the datasets as shown in Table 3.

The ten-fold cross-validation method was adopted
to train the model. The thresholds of the two lay-
ers and the hyperparameters were determined on the
validation set and shown in Table 4. The model was
trained by using the stochastic gradient descent algo-
rithm with an optimiser as Adam. The early stopping
mechanism was adopted to prevent the over-fitting
situation, which means stopping the training process
when the model does not gain improvement for at
least five consecutive epochs. The number of the
bidirectional Transformer blocks of the pre-training
model is 12, the hidden state size is 256, and the num-
ber of attention heads is 4. The pre-training model
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Table 2
Main relations of the dataset

ID Property name ID Property name

P1 has function of (is used for) P87 at (was a place of)
P2 has colour of P88 at someplace within
P3 has pattern of P91 falls within (contains)
P4 has time-span (is time-span of) P92 has created (was created by)
P5 consists of (forms part of) P93 was motivated by (motivated)
P6 took place at (witnessed) P94 is identified by (identifies)
P7 has current location (currently holds) P95 has identified (was identified by)
P8 has type (is a type of) P96 incorporates (is incorporated in)
. . . . . . . . . P97 has association with (is associated with)

Fig. 5. Part of the relation diagram.

Fig. 6. The design dataset construction. a, Manual annotation of design data using Brat software. b, The design dataset construction.

contains 12M parameters. The max length of the input
sentences is 100 words for a fair comparison, as the
previous research [38, 42] suggested.

The training process was stopped when the model
did not improve for 5 consecutive epochs, and the
iterations were 13 epochs. The F1-score, precision,
and recall results were 87.5%, 87.7% and 87.2%,
respectively. The loss value was considerable at

the beginning. While after six epochs, loss value
approached zero, and the precision results tended
to be stable, proving the robust performance of the
model.

To demonstrate the feasibility and high accuracy
of the proposed design knowledge extraction model,
the model was compared with some state-of-art joint
entity-relation extraction models: (1) Novel Tagging
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Table 3
Statistics of the datasets

Category Our dataset DuIE

Train 7,017 364,218
Valid 838 20,027
Test 834 25,520
Overall 8,689 409,795

[38], a kind of sequence tagging entity-relation triple
extraction model, the structure is BiLSTM encoding
layer and LSTM decoding layer. (2) GraphRel [44],
the structure is the BiLSTM encoding layer and Bi-
GCN encoding layer. (3) MultiHead [55], multi-head
selection model, the structure is embedding layer,
BiLSTM encoding layer, CRF layer, label embed-
ding layer and output layer. (4) Since the embedding
layer of the above models adopts BiLSTM [56], an
ablation experiment was conducted using the same
embedding layer for comparison. So the encoding
layer of our model was modified to the same BiL-
STM in the fourth model. The results for the baselines
were obtained from the constructed dataset and DuIE
public dataset. The four comparison models trained
the Chinese Wikipedia corpus using the skim-gram of
word2vec [57] to get 300-dimensional word vectors
as the input.

The results of different models for knowledge
extraction on two datasets are shown in Table 5. The
results of our model are much higher than NovelT-
agging, GraphRel, MultiHead and our model with
the BiLSTM encoding layer. Our model overwhelm-
ingly outperforms the baselines even without using
the pre-training model.

5.3. DKG construction

The trained model was deployed using Flask web
framework to automatically implement the design
knowledge extraction function and develop a DKG
for inspiring designers. Firstly, the classes of Flask
were imported, and the instances of the classes were
created as the application of the WSIG service. Then,
the instance was used as a decorator, a function to take
another function as its argument and return another
function to the browser. Finally, Gunicorn and Nginx
were configured to achieve the model deployment.

After deploying the design knowledge extraction
model, the function of design knowledge extraction
was realised. The test result is shown in Fig. 7(a),
which shows excellent performance in the design
knowledge extraction, especially extracting triples
from sentences with overlapping scenarios. More
than 10,000 entity relationship triples were extracted
using the design knowledge extraction model, and the
accuracy was manually adjusted to meet the require-
ment of the knowledge graph. The accuracy reaches
88.2% through manual sampling evaluation, ensur-
ing the accuracy and reliability of design knowledge
extraction. The extracted entity relationships were
stored in the Neo4 j database (Fig. 7(b)).

Based on the DKG framework and the design
knowledge extraction model, the DKG platform was
built using a huge number of triples.

The functional architecture of the DKG is shown
in Fig. 8(a), which achieves knowledge graph con-
struction, knowledge graph update, knowledge graph
management and application. It provides the man-

Table 4
Hyperparameters

Parameter Best rate Experimental scope

Leaning rate 1e-5 1e-2, 1e-3, 1e-4, 1e-5, 1e-6
Batch size 32 8, 16, 32, 64
Epoch 20 10, 15, 20, 25, 30
Early stopping 5 3, 5, 7
Threshold of the subject tagger 0.5 0.4, 0.45, 0.5, 0.55, 0.6
Threshold of the relation-specific object tagger 0.4 0.35, 0.4, 0.45, 0.5, 0.55

Table 5
Comparison of experiment results for our dataset and DuIE dataset

Methods Our dataset DuIE
Pre Rec F1 Pre Rec F1

NovelTagging [38] 0.567 0.312 0.403 0.589 0.367 0.452
GraphRel [44] 0.594 0.515 0.552 0.603 0.521 0.559
MultiHead [55] 0.713 0.624 0.666 0.644 0.637 0.640
Our model (BiLSTM [56]) 0.826 0.818 0.822 0.796 0.786 0.791
Our model 0.877 0.872 0.875 0.845 0.824 0.834
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Fig. 7. Design knowledge deployment. a, The testing results of design knowledge extraction model. b, The extracted entity-relation triples
were stored in the Neo4j graph database.

agement for models, tools, users and data, which is
comprehensive and extendable for conceptual prod-
uct design.

The technical architecture of the DKG is shown
in Fig. 8(b), which is divided into the infrastructure
layer, data layer, functional layer, application layer
proxy and user interface layer from the bottom up.
The infrastructure layer uses Git, Docker, Kuber-
netes and Jenkins, and the data layer uses MySQL,
Redis, Neo4 j, MongoDB and Elasticsearch to com-
plete data storage and search services. The functional
layer is the core layer for DKG, providing the func-
tions of knowledge graph construction, knowledge
graph update and application, and the corresponding
public and management components. The applica-
tion layer proxy achieves Nginx reverse proxying,
load balancing and static proxy. The user interface

layer provides designers with access to the DKG
platform.

5.4. DKG-aided conceptual product design

The conceptual product design process mainly
includes the market goal, design requirements,
design inspiration, knowledge collection, design
comparison, knowledge management, design imple-
mentation, design prototyping and decision-making
[24]. In the case study, six product designers, three
engineers and three managers conducted a conceptual
product design inspired by porcelain design knowl-
edge on the DKG. All the people had full permission
for the DKG with the help of the collaborative design
module.

Fig. 8. The architecture of Design Knowledge Graph. a, The functional architecture of the knowledge graph. b, The technical architecture
of the knowledge graph.
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Figure 9(a) to Fig. 9(e) show the conceptual prod-
uct design process of ‘the porcelain patterns’ theme
based on the DKG. The process includes creating a
new project, design inspiration acquisition, having
detailed information, design knowledge comparison
and management, and collaborative decision-making.
The details are as follows:

(1) Creating a new project. As shown in Fig. 9(a),
designers create a new project on the DKG and
fill in market goals, design requirements and
project description. For example, designers
plan to design a series of products with tradi-
tional dragon patterns. They fill in the project
name ‘Series of products in traditional dragon
style’, the market goal ‘modern style products
with dragon pattern’, and the design require-
ment ‘dragon pattern’. The project module
enables everyone to create a project and easily
collaborate on the DKG.

(2) Design inspiration acquisition. As shown in
Fig. 9(b), the DKG identifies design-related
entities and relations from input sentences
using the design knowledge extraction model.
Then, the DKG defines the search scope and
matches the related design knowledge with
the text-matching model. Finally, the DKG
shows relevant knowledge and inspires design-
ers. For instance, designers entered ‘design
of bottles which have dragon pattern’. The
DKG identified the design-related entities
‘dragon’ and ‘bottle’ in the input text using
the design knowledge extraction model. The
search scope is defined further and matches
relevant data using the text-matching model.
As a result, the DKG visualises images and
text of associated nodes, showing information
such as ‘Blue and white Bottle with dragon
pattern’ and ‘Cloisonne and Faience bottle
with branches and dragon pattern’. Therefore,
designers can obtain visualised and correlated
design cases on the DKG to acquire valuable
design knowledge more conveniently. Com-
pared with conventional design knowledge
acquisition methods, such as XML and OWL,
the innovation of the DKG is that the design
inspiration is obtained in a more relational,
visual and reasonable way.

(3) Detailed design knowledge. Figure 9(c) shows
that the DKG can search, edit, and save detailed
information on design cases. For example, the
designer clicks on the node ‘Yaozhou celadon

glaze carved lotus pattern amphora’. In this
case, the search and the inference operations
are performed on the node. Specifically, the
node is mapped to the DKG, and the DKG
returns relevant nodes and presents design
details such as ‘blue and white glaze’ and
‘lotus petal pattern’. Editing and saving func-
tions are performed by clicking on the ‘Edit’
and ‘Save’ buttons. The design knowledge
obtained using search engineers is relatively
fragmented, imprecise, weak in reasoning and
less relevant. The search results of the DKG are
more precise and have relevance and inference
characteristics. Unlike conventional text pre-
sentation, the DKG is visually presented and
has graphical interaction.

(4) Design knowledge comparison and manage-
ment. As shown in Fig. 9(d), the DKG can
further explore similarities and differences
to facilitate the design scheme. For exam-
ple, a designer selects five porcelain bottles
for comparison, and the DKG returns inter-
related design knowledge, shown in a graph.
Four bottles have the ‘enamel’ glaze type,
and two have the ‘rolling process’ to help
the designer understand similarities and dif-
ferences between cases. Compared with the
previous design knowledge comparison and
management methods, the DKG can present
comparative information in a correlated and
visualised format.

(5) Uploading the conceptual design scheme and
collaborative decision-making. As shown in
Fig. 9(e) and Fig. 9(f), designers use mod-
elling software and graphic design software
to create a product concept design scheme.
Designers complete the conceptual design and
upload several prototypes on the DKG by
using the collaborative decision-making func-
tion. The decision module allows different
designers to present their decisions on differ-
ent schemes. After providing comments on the
design schemes’ aesthetic, functional, feasi-
bility and commercial aspects of the design
scheme, the DKG presents an overall score
to help the decision maker decide on the final
design solution.

The entire conceptual product design communi-
cation is in progress through the DKG prototype
platform. The DKG has been demonstrated to solve
the problems of fragmented design knowledge, poor
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Fig. 9. The illustration of the DKG-aided conceptual product design (translation).
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reasoning and poor visualisation through the con-
ceptual product design inspired by porcelain culture.
DKG improves the efficiency of design knowledge
acquisition during the process of conceptual product
design, providing designers with relevant, reasonable
and visual design knowledge. The test results show
an excellent effect from all system participants, who
believe that the widespread application of this study
will increase conceptual product design efficiency on
a large scale. Similarly, other design cases can be
implied in this study, serving as a further reference
for designers.

6. Discussion

This section discusses the knowledge extraction
model, DKG framework, application and limitation
to verify the innovation of the study.

6.1. Comparison of the knowledge extraction
model

Regarding the knowledge extraction model, the
proposed design knowledge extraction model has
two advantages: The end-to-end cascade framework
solves the overlapping entity redundancy problem in
design knowledge extraction. The model performs
better after using a pre-training encoder based on
replaced token detection, showing the importance of
prior knowledge. A comparative experiment was con-
ducted in Section 5.2, proving the model has higher
quality in the joint entity and relation extraction, as
is shown in Fig. 10, the X-axis represents the name
of the datasets, and Y-axis stands for the results.

The detailed comparison is as follows: (1) The
decoding layer of NovelTagging adopts the sequence
labelling method, which cannot solve the problem
of overlapping triples. The results of the NovelTag-
ging are the worst of the 5 models. (2) The decoding
layer of GraphRel has a positive effect on the extrac-
tion, and the F1-score of the two datasets (55.2% and
55.9%) is slightly higher than NovelTagging (40.3%
and 45.2%). (3) MultiHead adopts the multi-head
selection to assess the relations of the entities and
solves the problem of overlapping entity redundancy.
Therefore, the results of MultiHead on our dataset
(71.3%, 62.4% and 66.6%) are about 50% higher
than NovelTagging (56.7%. 31.2% and 40.3%) and
GraphRel (58.9%, 36.7% and 45.2%). (4) Even with-
out using the pre-training model, the F1 scores of our
model (Our Model BiLSTM) are 82.2% and 79.1%

on two datasets, which improves about 23.4% and
23.6% than Multi-Head. (5) Our model outperforms
the baselines. The F1 scores are 87.5% and 83.4% on
our dataset and DuIE public dataset, achieving 31.4%
and 30.3% improvements over the MultiHead model
respectively. Our model using pre-training based on
replaced token detection is about 7% higher than our
model using BiLSTM. In conclusion, these experi-
ments verify the validation of our model compared to
existing methods.

We also explore the extraction capability of over-
lapping entities. The confusion matrix allows the
detailed investigation of the model’s ability to extract
each entity type. The confusion matrix for the various
models on the design dataset is shown in Fig. 11. The
x-axis displays the predicted labels, and the y-axis
indicates the real labels.

As illustrated in Fig. 11, our model performs bet-
ter than NovelTagging, GraphRel, MultiHead, and
our model (BiLSTM). The accuracy of our model
on the design dataset is higher than 80%, except for
the ’ name’ category. The ‘name’ category has the
worst accuracy (about 71%), and other models also
perform worst in the ‘name’ category (17%, 34%,
50%, and 64%). We found that the poor extraction
of the category ‘Name’ may be due to most of the
‘name’ containing ‘pattern’ and ‘shape’. In addition,
although ‘pattern and shape’ have large data samples,
they have a severe long-tail effect and weak extrac-
tion ability. Therefore, data augmentation should be
taken on the data ‘pattern’ and ‘shape’. ‘Dynasty’ and
‘colour’ have a better extraction effect since these two
types of entities have a low overlapping situation with
other entities.

6.2. DKG framework

As for the framework, we compared the knowl-
edge graph-based framework with the XML-based
[2] method and the OWL method [5]: (1) The con-
ceptual product design method based on XML [2]
can describe the structural information among each
knowledge. Nevertheless, the XML-based method
does not have semantic description, reasoning, under-
standability, and visualisation. (2) Compared to an
XML-based approach, the OWL-based approach [5]
has improved machine understandability, coding, rea-
soning, comprehension, and visualisation. (3) The
knowledge graph-based method is more effective for
information logicality, knowledge coding, automatic
reasoning, machine-understandable and data visual-
ising than XML and OWL methods.
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Fig. 10. Comparisons of different methods on our dataset and DuIE dataset. a, F1-score of different methods on two datasets. b, Precision
results of different methods on two datasets. c, Recall results of different methods on two datasets.

Fig. 11. Normalised confusion matrix of different methods on our dataset. a, Normalised confusion matrix of NovelTagging. b, Normalised
confusion matrix of GraphRel. c, Normalised confusion matrix of MultiHead. d, Normalised confusion matrix of our model (BiLSTM). e,
Normalised confusion matrix of our model.

The case study shows that the proposed DKG
framework supports the entire conceptual product
design process, especially in the idea stimulation
and creative management stages. It also sup-
ports knowledge collection and comparison, which
benefits knowledge representation and knowledge
management for product development. Secondly, the
proposed design knowledge extraction model can
effectively extract design knowledge from unstruc-
tured text, which gathers various design resources for
the conceptual product design process. The design
knowledge extraction model can extract design-
related knowledge automatically if data source
websites have new data. Thirdly, the DKG builds a

bridge between siloed data sources, historical cases,
and new projects. It solves the problem of fragmen-
tation, describes the relationship between knowledge
resources, and improves the efficiency of the concep-
tual product design process.

6.3. Applications and limitations

The application of the proposed DKG frame-
work and the design knowledge extraction model is
highly compatible and wildly useful. Some design-
related websites, such as Behance, Dribble, and
Muzli, can apply this framework and extraction
model to facilitate design knowledge acquisition.
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In addition, the collaborative platform allows it
to be the enterprise-level solution in the product
development industry and has high extensibility.
Furthermore, given the advantages of visualization
and interconnected, consumer users can also use
the DKG to acquire valuable information, under-
stand the relationships between different knowledge.
As a result, all users can indirectly inspired
by DKG.

This study still has some limitations. The DKG
construction approach requires a large amount of his-
torical data. A substantial quantity of tagged data is
also necessary for the design knowledge extraction
model. Collating and labelling large amounts of data
is laborious and makes it challenging to construct the
DKG. Moreover, the DKG lacks certain functional-
ities, such as requirement analysis and knowledge
recommendation. Hence, designers must manually
search the DKG for design knowledge. These lim-
itations should be taken into account in future
research.

7. Conclusion

Despite the importance of design knowledge in
conceptual product design, fragmentary data and
large amounts of multidisciplinary knowledge make
valuable design knowledge difficult to acquire for
designers. This study proposes a Design Knowledge
Graph-aided (DKG-aided) conceptual product design
approach for knowledge acquisition and design pro-
cess improvement. Specifically, the DKG comprises
five modules based on design requirements and
data characteristics to obtain the required valuable
design knowledge and facilitate conceptual product
design. Secondly, the design-related entities and rela-
tions are extracted automatically based on a joint
entity and relation extraction model to accumulate
design knowledge and build the DKG automati-
cally. The joint entity and relation extraction model
contextualises the input sentences using an encoder
based on replaced token detection, extracts enti-
ties and relations simultaneously by introducting a
cascade decoder. It solves the problems of comput-
ing cost and overlapping triple. Experimental results
illustrate that the proposed model significantly out-
performs NovelTagging, Graphrel and Multi-Head.
The F1-scores on our dataset and the DuIE public
dataset are 87.5% and 83.4% respectively, repre-
senting 31.4% and 30.3% improvements over the
Multi-Head model. Finally, the feasibility of the

proposed approach is validated in the case study
of conceptual product design inspired by massive
real data of porcelain. The DKG-aided approach
improves the data acquisition process of fragmenta-
tion and non-visualisation by constructing the DKG
with the joint entity and relation extraction model,
giving designers more intuitive access to valuable
design knowledge. The DKG can be applied to
collaborative design platforms and inspiration web-
sites to help designers easier to obtain the valuable
design knowledge and thus improve design effi-
ciency.

In the future, it could be interesting to explore
automatic DKG construction methods for small sam-
ples and include a broader range of functions such
as design requirements analysis, design knowledge
recommendation and design implementation.
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