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Abstract. Transfer learning has demonstrated its potential in natural language pro-
cessing tasks, where models have been pre-trained on large corpora and then tuned
to specific tasks. We applied pre-trained transfer models to a Spanish biomedi-
cal document classification task. The main goal is to analyze the performance of
text classification by clinical specialties using state-of-the-art language models for
Spanish, and compared them with the results using corresponding models in En-
glish and with the most important pre-trained model for the biomedical domain.
The outcomes present interesting perspectives on the performance of language
models that are pre-trained for a particular domain. In particular, we found that
BioBERT achieved better results on Spanish texts translated into English than the
general domain model in Spanish and the state-of-the-art multilingual model.
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1. Background

The transfer of knowledge across several learning tasks in neural network based sys-
tems has already been described in 1996 [1], inspired by the idea that people intuitively
use their previously learned experience to define and solve new problems. Over the past
decade, transfer learning has firmly established itself as a machine learning (ML) ap-
proach, where a model trained for a source task is reused as the starting point to build a
model for a new target task [2]. This approach is particularly useful for building models
in contexts where training data are scarce or skewed. This is typical when applying ML
to texts and images of limited size and accessibility, e.g. in clinical contexts [3].
Transfer learning has demonstrated its potential by its increased used in natural lan-
guage processing (NLP) tasks, where language models have been pre-trained on large
public corpora and then tuned to specific texts [4]. Like in most NLP research, English is
the leading language, so that pre-trained language models in English like BERT [5] have
first gained popularity by providing state-of-the-art solutions to tasks such as Named
Entity Recognition, Relation Extraction and Question Answering. BERT is designed to
pre-train deep bidirectional representations from unlabeled text by jointly conditioning
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on both left and right contexts in all layers. BERT uses a popular attention mechanism
called transformer [6], which takes into account the context of words. Thus, pre-trained
BERT models can be fine-tuned with just one additional output layer to create a multi-
class classification model. This layer assigns a single code to a document. Soon after the
launch of BERT, mBERT (Multilingual BERT) was pre-trained on the concatenation of
monolingual Wikipedia corpora from 104 languages, showing good results for most of
the European languages, particularly where languages share word order features [7].

One of the variations is BioBERT (BERT for Biomedical Text Mining), a model pre-
trained on large-scale biomedical corpora [8], viz. PubMed abstracts and PubMedCentral
full texts, outperforming BERT for biomedical text mining tasks. Shortly after BioBERT,
a BERT variation pre-trained on a Spanish corpus gave rise to BETO, which is similar in
size to BERT and trained using the Whole Word Masking technique [9].

We describe the application of pre-trained transfer models to a Spanish biomedi-
cal document classification task using one or more labels that denote clinical special-
ties. Their recognition is important for downstream clinical NLP tasks, because every
specialty has its own sublanguage, particularly characterized by short forms and elliptic
expressions that would be highly ambiguous across all medicine, whereas their meaning
within a given specialty is mostly univocal. In the absence of clinical documents we used
publications of the type case report. The descriptions of real clinical cases they contain
were manually extracted from full-text articles, after retrieving them from open access
journals via PubMed. The main goal was to analyze how clinical specialty classification
of Spanish texts performs using BETO and mBERT. Besides, we compared the results
with BERT and BioBERT, after machine-translating the texts into English.

2. Method

Figure 1 depicts the design of our experiments. The first phase (I) involves the generation
of the training data set, the second one (II) the classifiers applying four pre-trained mod-
els BERT, mBERT?, and BioBERT 2 for the titles and abstracts in English; and BETO 4
and mBERT for the titles and abstracts in Spanish. The final phase (III) tests the models
on the case reports extracted from MEDLINE °. The creation of the training data in-
volves two automatic steps and a manual one. First, MEDLINE was searched for Spanish
articles with freely accessible full texts, from which the type Case Report was excluded
in order to avoid overlap with the test corpus. The query includes several filters to obtain
specialty related papers, such as the journal name and the author affiliation (e.g. cardi-
ology department). The clinical specialties we used for tagging were a subset of those
included in MeSH ©. From an initial set of 51 specialties, 18 particularly clinical ones
(excluding dentistry) were selected, according to the typical dissection of health curric-
ula and hospitals departments into classical clinical disciplines such as pediatrics, inter-
nal medicine, neurology, etc. This also involved the fusion of sub-specialties for which
too few documents were available. Out of 194,527 PubMed records, the most common
specialties were internal medicine, surgery, neurology and pediatrics.

’https://github.com/google-research/bert
Shttps://github.com/dmis-lab/biobert
“https://github.com/dccuchile/beto
Shttps://www.nlm.nih.gov/medline/medline_overview.html
Shttps://meshb.nlm.nih.gov
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Figure 1. Comparison of Language pre-trained Models for Clinical Specialty Classification
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The reuse of knowledge learned from previous tasks to a new task domain requires
to fine-tune the pre-trained model. To this end, we chose from the following values:
batch size, learning rate, max sequence and number of epochs. Table 1 illustrates the
hyper-parameters and their tested options. The dataset was divided to carry out the hyper-
parameter configuration; 80% was used for training and 20% for validation.

Spanish English
Parameter Options BETO mBERT BioBERT BERT mBERT
Batch size [8, 16, 32] 8 16 8 16 16
Max sequence  [256, 512] 512 512 512 512 512
Learning rate [2e-5, 3e-5] 2e-5 3e-5 2e-5 2e-5 3e-5
Epoch [3,4,5] 3 5 4 5 5

Table 1. Hyperparameters tested and options chosen in each model

The creation of the test data set involved four steps. Using the PubMed search in-
terface, MEDLINE was searched for Spanish articles of the publication type case report,
for which freely accessible full texts were available (Step 1). For each full text, a domain
expert (last author) identified and copied the passages that described an individual clin-
ical case (Step 2), obtaining, out of 227 articles, 263 case descriptions in Spanish. Each
description was manually annotated with up to three clinical specialty tags (Step 3). The
clinical specialties used for this tagging process were the same used for the creation of the
training data set. The creation of a Spanish—-English parallel corpus was done by trans-
lating the case descriptions into English (Step 4) using Google Translate’. The quality
of translation was analyzed by the authors on a sample of 15% of the cases stratified by
specialty and considered good. No manual correction of the translated texts were done.
From the 263 available cases, the most common specialties were internal medicine, pedi-
atrics and surgery. There was no case report for seven specialties. The label distribution
of each dataset used with respect to the selected specialties is available on GiHub®.

"https://pypi.org/project/googletrans/
8nttps://github.com/plubeda/mie_2021/blob/main/Distribution-of-labels.md
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3. Results

The results employed the usual metrics in text classification, viz. precision, recall and
F-score using the micro-average. Table 2 shows first the results of the Spanish corpus
classified using BETO and mBERT. The language-specific model (BETO) achieved an
F-score of 61.2%. The classification of the translated (English) corpus yielded the best
results with the language and domain-specific model (BioBERT), reaching an F-score
of 63.3%. Related to the multilingual pre-trained language model mBERT, in both lan-
guages we got the lowest results (55.61% F-score for English and 54.16% F-score for
Spanish), being these results very similar, which is not surprising because for both lan-
guages mBERT uses the same information source for training (Wikipedia).

Language  System Precision (%)  Recall (%) F-score (%)

. BETO 54.61 69.59 61.20
Spanish

mBERT 58.76 50.23 54.16

BioBERT 66.25 60.60 63.30

English BERT 54.53 59.68 56.99

mBERT 64.16 49.08 55.61

Table 2. Multi-label classification performance in clinical specialties for Spanish and English.

Furthermore, we have performed an additional evaluation that used the training
dataset and dividing it into subsets in order to investigate which results we achieved with
the type of texts used for training”. The results obtained are similar to those for case
reports. However, this additional evaluation obtained higher values and BETO applied to
the Spanish dataset achieved the best F-score value.

4. Discussion and Conclusion

The results show, in general, only moderate results, with no F-score greater than 63.3
%. This is explainable from the complexity of clinical cases, which often belonged to
several clinical disciplines. The annotator had to take many boundary decisions. E.g., all
cases of children and adolescents were annotated with “pediatrics”, even if the disorder
in focus belonged to neurology or surgery, for which additional tags had to be added.
The case descriptions rarely clarified by which kinds of specialists patients were treated.
Due to these contingencies, an inter-annotator agreement (IAA) would probably have
yielded only fair agreement values. Clinical documents such as discharge summaries
would have constituted a better gold standard, but, even here, one and the same clinical
case could have been managed by different departments and specialists. E.g., a fracture
can be treated by general surgeons, orthopedists or traumatologists, dependent on the
institution. The lack of IAA analysis constitutes a limitation, but it is not assumed to
affect the main research question viz. the comparison between language models.

“https://github.com/plubeda/mie_2021/blob/main/Additional_results.md


https://github.com/plubeda/mie_2021/blob/main/Additional_results.md

A. Pomares-Quimbaya et al. / Transfer Learning for Classifying Spanish and English Text 381

In this comparison, mBERT can be considered as a baseline. Its limitation to
Wikipedia probably leaves important content out, and the advantage for English might
be due the size of the English Wikipedia compared to the Spanish one. One could ar-
gue that particularly medical use cases could benefit from a highly multilingual language
model, given the fact that many medical terms are similar across Western languages (e.g.,
Appendicitis, Apendicite, Appendicite, Appendizitis, Apendicitd).

BETO’s much higher performance surprises in comparison with BERT. Neither one
is particularly trained on biomedical content, but the Spanish model outperforms the En-
glish one by four percentage points. That BioBERT outperforms BERT is not surprising
because it was trained on the same text genre from which we took our examples. Our
results demonstrate the value of BETO and raise the hypothesis that — alike BioBERT vs.
BERT - there is still potential for optimization if a Spanish model is trained with medical
content. That there is no large Spanish corpus comparable to PubMed and PMC might
be mitigated by a massive use of machine translated texts, given our experiences with
the good quality of Google translations. That machine-translation of Spanish texts offers
a solution to the text classification problem, thus reducing the need for specific Spanish
language models could be a conclusion of our study. To what extent this can be applied
to clinical texts has to be further investigated. In any case, the training of ML models is a
major desideratum in the clinical NLP community, although the exchange of clinical ML
models between institutions is still fraught with complicated legal and ethical issues.
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