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Abstract 

A significant portion of data in Electronic Health Records is 
only available as unstructured text, such as surgical or finding 
reports, clinical notes and discharge summaries. To use this 
data for secondary purposes, natural language processing 
(NLP) tools are required to extract structured information. 
Furthermore, for interoperable use, harmonization of the data 
is necessary. HL7 Fast Healthcare Interoperability Resources 
(FHIR), an emerging standard for exchanging healthcare 
data, defines such a structured format. For German-language 
medical NLP, the tool Averbis Health Discovery (AHD) 
represents a comprehensive solution. AHD offers a 
proprietary REST interface for text analysis pipelines. To 
build a bridge between FHIR and this interface, we created a 
service that translates the communication around AHD from 
and to FHIR. The application is available under an open 
source license. 
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Introduction 

Major parts of the Electronic Health Record (EHR) are only 

available as unstructured narratives, e.g. surgical or finding 

reports, clinical notes and discharge summaries. In order to 

extract structured data for secondary use, it is therefore neces-

sary to leverage natural language processing (NLP) tools. For 

text analysis and information extraction a broad range of tools 

and systems have been developed, tools [7,13,16,24,27–29],  

among which there are also specialized ones for medical NLP 

[10,11,14] which find its application in many areas [17,26]. 

Many of them make use of medical terminologies. Unfortu-

nately, many of these tools embed their results into different 

formats. In order to homogenize the heterogeneous landscape 

of data formats in the clinical area, HL7 created Fast 

Healthcare Interoperability Resources (FHIR), an information 

modelling standard for health care data exchange. First pub-

lished in 2014 as a draft for trial use, FHIR is a standard for 

exchanging healthcare data [30]. FHIR describes data formats 

and elements as so-called resources, e.g. Patient, Medication 

and DocumentResource. In addition, interfaces for the ex-

change of data are defined, i.e. the web-based API technology 

REST, whereby the data are represented in XML or JSON. 

The NLP2FHIR project has already taken advantage of FHIR 

as a basic data structure. Hong et al. map in their work formats 

from various NLP tools to FHIR [4–6]. Unfortunately, this 

work along with most approaches related to medical NLP 

have been done for English documents only [15]. 

However, with recent investments in German medical infor-

matics under the Medical Informatics Initiative (MII) [2,22], 

the application of NLP technology  to clinical documents in 

German language have increased significantly. The MII, fund-

ed by the German Federal Ministry of Education and Re-

search, has set itself the goal of making data from patient care 

and research more usable. Four consortia, composed by large 

hospitals in Germany, have committed themselves to this task. 

One of these consortia is MIRACUM [18] which is composed 

of 10 university hospitals and one industrial partner, Averbis, 

who provides the natural language processing (NLP) toolkit. 

Their tool Averbis Health Discovery (AHD) is an NLP solu-

tion specifically developed for German medical text analysis.  

For  cross-consortium and cross-site communication FHIR 

was chosen as a format for data homogenization, due to its 

increasing popularity, despite alternatives such as openEHR, 

which were already used in the context of German NLP [25]. 

An important advantage for FHIR in MIRACUM is that it was 

chosen as the target format to which structured data obtained 

from clinical information systems are already mapped. In re-

cent years, the popularity of FHIR has steadily increased, es-

pecially in the context of data models for mobile and web ap-

plications as well as medical devices [12]. Leveraging the 

standard simplifies data integration into existing FHIR infra-

structures. With Averbis Health Discovery (AHD) becoming 

more and more established in German-speaking countries 

[3,21,23], but which does not yet provide a FHIR output in its 

current version (planned for future versions), we see a strong 

need to address this issue.  

In this paper, we report on the implementation of a service 

that maps extracted codes and context information from the 

proprietary annotation format to FHIR. supporting fhir both as 

an input and output format. We name the tool AHD2FHIR. 
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Methods 

Averbis Health Discovery 

An essential feature of Averbis Health Discovery (AHD) [31] 

is its optimisation towards  the analysis of German clinical 

language. It is a commercial product which is based on UIMA, 

similar to other established tools such as e.g. cTAKES [20]. 

Therefore, annotators can efficiently be developed using  the 

extensive rule-based scripting language RUTA [9]. Further-

more, AHD annotations use terminologies such as ICD10, 

LOINC and ATC. Averbis has suggested FHIR additions for 

NLP [1] and is working on FHIR integration. This functionali-

ty is not available in the current version 5.39. Documents need 

to be sent as plain text or html to AHD’s REST interface. The 

result is a proprietary JSON format, which contains one or 

multiple annotations, each one defined by the Averbis type 

system [32], which can be extended by custom annotators. 

Averbis annotation types describe the output of the annotator 

with information like the text position in the document, a ter-

minology code (e.g. ICD-10, SNOMED CT, RxNorm, 

Abdamed), a normalized representation of the concept, to-

gether with context information like negation, certainty etc. 

The structured layout of this type system allows to infer map-

pings to FHIR resources which has already been formally dis-

cussed in [1]. 

Design 

The main requirement for AHD2FHIR is the support of re-

ceiving resources and rendering the results as FHIR output. 

Clinical text is sent from the client to the application in the 

form of DocumentReferences. AHD2FHIR takes over further 

communication with AHD in proprietary formats. The result 

of the text analysis is subsequently returned to the client in 

FHIR (see Figure 1). To simplify deployment and integration 

with established FHIR patterns, the design of a web service 

defines another requirement. The tool is built upon FHIR R4. 

Results 

Process 

AHD2FHIR is a server-based software, which can be used in 

two forms: via a REST API for synchronous and additionally 

via Apache Kafka [33] for asynchronous processing. In the 

case of the REST API the client sends the document as Doc-

umentReference to the API. The mapper forwards the un-

packed document text to the AHD API and maps the returned 

annotation to FHIR. Finally, the client receives these FHIR 

resources as a result. Besides the REST interface, the service 

is also capable of integrating with Apache Kafka, allowing it 

to asynchronously process FHIR DocumentReferences. There-

fore, the document is sent as DocumentReference with a 

HTTP client. Thereafter, the mapping is processed as de-

scribed before in the Kafka workflow. The only difference is, 

that the obtained FHIR resources are directly sent back via 

HTTP, instead of being transformed to a topic by the Kafka 

producer. Figure 2 depicts the API workflows. 

 

 

Figure 1 – AHD2FHIR takes as input a Document-Reference, 
handles the communication with AHD and returns the results 

as FHIR Resources. 

Implementation 

The mapping service was implemented using Python 3.9, the 

web framework FastAPI [19], and the fhir.resources library 

[8]. Both processing methods, Kafka and REST API, expect a 

JSON-encoded FHIR Bundle of DocumentReferences or a 

single Document-Reference as input. The textual content is 

extracted from each DocumentReference resource and sent to 

the AHD REST API using a library provided by Averbis [34]. 

The implementation currently supports mapping the returned 

result to FHIR Condition, Medication, and MedicationState-

ment resources. An example mapping is shown in Figure 3. 

AHD supports detecting negated conditions, i.e. the absence 

of a specific diagnosis. We apply post-processing to filter out 

such results. 

Deployment 

The service is packaged as a container and can be run using 

tools such as Docker and Docker Compose. Further, deploy-

ment on Kubernetes is fully supported, providing additional 

benefits such as self-healing, horizontal scalability, and sim-

plified observability of the service. 

Availability 

The source code of AHD2FHIR is available at 

https://github.com/miracum/ahd2fhir. 

 

 

 

 

 

 

. 
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Figure 2 – Implementation Diagram of the AHD2FHIR 
service  

Discussion 

AHD2FHIR deploys FHIR as both an input and output format 

so that it can be used together with different NLP tools inde-

pendently of their implementation details. While this requires 

an initial mapping step from existing documents to FHIR 

DocumentReferences, the advantage is that this structure en-

codes additional meta-data about the text; both the encounter 

and the patient the document relates to can be captured and 

used as part of the mapping (see also Figure 3). To provide 

provenance information for the mapped FHIR resources, 

Daumke et al. [1] and Hong et al. [4] propose NLP-specific 

extensions containing, amongst others, a confidence measure 

and the offset inside the document where the concept was de-

tected. To provide stable identifiers when creating multiple 

FHIR resources from text is challenging. Unambiguous identi-

fiers prevent the creation of duplicate resources in case of 

multiple processing of the same document. We are currently 

using a concatenation of the document identifier, the offset 

into the text, and the concept value to construct each mapped 

resource’s identity. However, this approach is only stable as 

long as the document contents, used annotators and pipelines 

don’t change, or the document is only appended to. Currently, 

only a limited subset of AHD’s annotations are mapped to 

FHIR resources by our implementation. Mapping additional 

types such as laboratory values and scores and classifications 

is planned.  

Conclusions 

In this work, we presented AHD2FHIR, a tool acting as a 

FHIR-based abstraction layer over the proprietary NLP tool 

Averbis Health Discovery. Both input and output have to be 

structured with FHIR resources. This step is a prerequisite to 

design cross-site queries with the tools developed in 

MIRACUM and beyond. The presented tool successfully 

maps annotations, extracted by AHD, to FHIR Condition, 

Medication, and MedicationStatement resources. Moreover, 

pre- and post-processing of data before mapping to FHIR is 

possible, which can improve the quality of the mapped re-

sources. Future work will investigate the compatibility with 

different NLP tooling and open questions related to resource 

provenance. By publishing the source code, we hope to foster 

cooperation between the sites in the field of German medical 

NLP. 
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