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Abstract  

Data augmentation is reported as a useful technique to 
generate a large amount of image datasets from a small image 
dataset. The aim of this study is to clarify the effect of data 
augmentation for leukocyte recognition with deep learning. 
We performed three different data augmentation methods 
(rotation, scaling, and distortion) as pretreatment on the 
original images. The subjects of clinical assessment were 51 
healthy persons. The thin-layer blood smears were prepared 
from peripheral blood and stained with MG. The effect of data 
augmentation with rotation was the only significant effective 
technique in AI model generation for leukocyte recognition. 
On contrast, the effect of data augmentation with image 
distortion or image scaling was poor, and accuracy 
improvement was limited to specific leukocyte categories. 
Although data augmentation is one effective method for high 
accuracy in AI training, we consider that a highly effective 
method should be selected. 
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Introduction   

Artificial Intelligence (AI) technology is rapidly developing in 

recent years as a new medical technology that enables 

judgments that reflect human thought processes. AI 

technology is characterized by learning with large amounts of 

patient data diagnosed by medical specialists based on years 

of experience. Therefore, AI is also expected to become a 

next-generation medical technology that enables the provision 

of a diagnosis based on the experience of medical specialists 

[1, 2]. Deep learning as one of AI technology is a multi-

layered neural network that imitates the human cranial nerve 

circuit. Deep learning automatically extracts the common 

features of each training image, and it realizes accurate and 

efficient judgment. Although it is expected to automate 

leukocyte morphology analysis with deep learning in 

hematology fields, a lot of training images are required for 

high accuracy AI model creation in leukocyte recognition. 

Data augmentation is reported as one useful technique to 

generate a large amount of image dataset from a small image 

dataset [3-5]. However, there are few reports on generation 

techniques of optimal image dataset for AI training in 

hematology fields. In addition, data augmentation limits of 

recognition improvement and optimal data augmentation 

methods are not reported in hematology field. The aim of this 

study is to clarify the effect of data augmentation for 

leukocyte recognition with deep learning. We evaluated AI 

models generated by data augmentation in leukocyte 

recognition on peripheral blood smears. 

Materials and Methods   

Materials  

1. Original images for supervised learning 

The subjects were 40 healthy persons. The thin-layer blood 

smears were prepared from peripheral blood supplemented 

with EDTA-2Na and stained with May-Grünwald-Giemsa 

(MG). The MG-stained smears were observed under a 

microscope using an objective 100x oil immersion lens, and 

typical normal leukocyte images were captured with a 

microscope color camera (Axiocam ERc5s, Carl Zeiss). 

Leukocyte images were labeled and classified into six 

categories by three medical specialists: rod-shaped neutrophils 

(Band), segmental nucleus neutrophils (Segment), eosinophils 

(Eosino), basophils (Baso), monocytes (Mono), and 

lymphocytes (Lymph). The image of each cell group was 

trimmed at 480×480 pixels. A database of labeled 1632 

typical mature leukocyte images were generated. 

2. Clinical assessment images 

The subjects were 51 healthy persons. The thin-layer blood 

smears were prepared from peripheral blood supplemented 

with EDTA-2Na and stained with MG. The MG-stained 

smears were observed under a microscope using an objective 

100x oil immersion lens, and leukocyte color images (150 to 

200 cells per smear slide) were captured with a microscope 

color camera (Axiocam ERc5s, Carl Zeiss). Leukocyte images 

were labeled and classified into six categories (Band, 

Segment, Eosino, Baso, Mono and Lymph) by three medical 

specialists. The image of each cell group was trimmed at 

320×320 pixels. 

Data augmentation 

In this study, we performed three different data augmentation 

methods (rotation, scaling, and distortion) as pretreatment on 

the original images (Fig 1). 

1. Image rotation 

Data augmentation processing was performed to increase the 

number of original data. Total 5340 images were generated 

from 1632 original images by rotation. Two types of dataset 

were generated with original images, and three types of 
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dataset were generated with mixture of original and rotated 

images (Fig 2). 

 

2. Image scaling 

Image scaling processing was performed to two types of 

training datasets (“Original” or “Original + Rotation”). In both 

types, the scaling conditions were -20% to +20% or -5% to 

+5%, and data augmentation process was applied to randomly 

selected images. 

3. Image distortion 

Image distortion processing was performed to two types of 

training datasets (“Original” or “Original + Rotation”). In both 

types, the distortion conditions were -20% to +20% or no 

distortion, and data augmentation process was applied to 

randomly selected images. 

 

In any type, 80% of the randomly extracted images (480 × 480 

pixels) were used as the training data. The remaining 20% of 

the images were converted to low resolution images (320×320 

pixels), and it was used as the validation data. 

Hardware and software for deep learning   

The hardware consisted of Intel(R) Core (TM) i7-8700 3.2GHz 

for CPU, NVIDIA GeForce RTX 2070 Super with 8GB 

memory for GPU (8.2 TFLOPS). Nnabla (SONY.INC) was 

used as Neural Network Libraries[6], and Anaconda3.0 and 

Python3.5 were used as the development environment. In this 

study, Convolutional Neural Network (CNN) based object 

detection algorithm, ResNet-18 was used for AI model 

generation of leukocyte recognition. [7]. We performed 

transfer learning and fine tuning in 1000 epoch with each 

training dataset, and then we evaluated the accuracy, precision 

and F-measure of the generated AI models using clinical 

assessment images. Statistical analysis was carried out with 

paired t-test. P-value less than 0.05 was considered 

statistically significant. 

Results  

The supervised training with ResNet-18 is shown in Fig 3. In 

any datasets, the validation error converged within 100 

epochs, and the loss curve reached a plateau within 300 

epochs. 

1. Image rotation 

Accuracy and F-measure value in data augmentation with 

image rotation was shown in Table 1. It reached the best 

accuracy at 3284 mixed images dataset (Dataset D). Statistical 

analysis showed a significant difference (p<.05) in accuracy 

Table 1 The effect of image rotation 

 

Figure 1. Data augmentation methods 

 

Figure 2. Training images augmentation with rotation 
processing 

 

Figure 3. Training curve and loss curve 
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between original image dataset A (1064 images) and all 

rotated image datasets (Dataset C/D/E). Whereas statistical 

analysis showed no significant difference in accuracy between 

original image dataset B (1302 images) and all rotated image 

datasets (Dataset C/D/E). Statistical analysis showed no 

significant difference in accuracy between all rotated image 

datasets (Dataset C/D/E). The effect by data augmentation 

with rotation was equivalent to about a 25% increase in the 

number of original images. Statistical analysis in Average F-

measure also showed similar results to accuracy. By cell 

category, a significant rise in recognition rate was shown in 

neutrophils. 

2. Image scaling 

Confusion matrix of total 9756 images (n=51 cases) in data 

augmentation with image scaling is shown in Table 2. The AI 

model generated using the original image dataset showed an 

accuracy of 0.758 in the ±5% image scaling condition and 

0.791 in the ±20% image scaling condition. On the contrary, 

the AI model generated using the mixture of original image 

and the rotated image dataset showed an accuracy of 0.835 

Table 2. The effect of image scaling  (A) Original images (1064 images), (B) Original and rotated images (3284 images) 

 

Table 3. The effect of image distortion   (A) Original images (1064 images), (B) Original and rotated images (3284 images)  
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under ±5% image scaling and 0.855 under ±20% image 

scaling. Image scaling showed an improvement in accuracy of 

0.03 for the original image dataset and 0.02 for the mixed 

image dataset. Neutrophils showed improved accuracy by data 

augmentation with image scaling, while other cell groups did 

not show improved accuracy. Data augmentation with scaling 

showed slight improvement in leukocyte recognition. 

3. Image distortion 

Confusion matrix of total 9756 images (n=51 cases) in data 

augmentation with image distortion is shown in Table 3. The 

AI model generated using the original image dataset showed 

an accuracy of 0.758 in the ±5% image scaling condition and 

0.789 in the ±20% image scaling condition. In contrast, the AI 

model generated using the mixture of original image and the 

rotated image dataset showed an accuracy of 0.835 under ±5% 

image scaling and 0.807 under ±20% image scaling. The 

original image dataset showed an improvement in accuracy of 

0.03, while the mixed image dataset showed a reduction in 

accuracy of 0.03. Data augmentation with distortion did not 

show effective improvement in leukocyte recognition. 

Discussion 

1. Image rotation 

In this study, statistical analysis showed a significant 

difference in accuracy between original image dataset and all 

mixed image datasets. The +200% augmented data set showed 

the highest value. This result suggests that data augmentation 

with image rotation can contribute to higher accuracy in 

generating AI models for leukocyte morphology recognition. 

However, the upper limit of the effect of data augmentation 

was three times that of the original data, it was demonstrated 

that the necessity of limiting the application of data 

augmentation with this method to less than three times.  

2. Image scaling 

Both the original and mixed image datasets showed an 

improvement in accuracy by data augmentation with image 

scaling. However, the effect was small and limited to 

improving the recognition of segmented neutrophils. 

Therefore, it is suggested that image scaling is an effective 

method to improve the accuracy in recognition of leukocytes 

with complex nuclear structures. However, some segmented 

neutrophils were recognized as basophils or eosinophils when 

the impact of image scaling was expanded. It is suggested that 

the size of intracytoplasmic granules changed by scaling and 

matched the characteristics of intracytoplasmic granules of 

basophils or eosinophils. These results demonstrated that data 

augmentation with image scaling was a useful method for the 

recognition of leukocytes, which had complex nuclear 

structures and few intracytoplasmic granules. On the contrary, 

this method was not considered suitable for data augmentation 

for leukocyte recognition among different multiple cell 

categories including mononuclear cells.  

3. Image distortion 

It was suggested that data augmentation with distortion does 

not contribute to the diversity of leukocyte images. This 

reason may be that the image distortion effect was weak. 

However, the image distortion effect has a different impact on 

the center and the periphery of the image. Strong image 

distortions are leukocyte morphologies that do not exist, and 

the AI may learn wrong morphological features. These results 

demonstrated that data augmentation with image distortion 

was not a useful method for the recognition of leukocytes.  

Although the diversity of images in the training data is 

effective in generating highly accurate AI models [8, 9], our 

results of the three approaches demonstrated that it was 

necessary to selectively apply an effective technique for each 

AI model in data augmentation for leukocyte recognition.  

Previous studies have reported the highly accurate AI models 

for leukocyte recognition were generated with comparing the 

number of layers CNN models or different algorithm CNN 

models [10, 11]. However, in all of them, their approaches 

performed the number of labeled images for training was less 

than 20,000 images, and a lot of studies performed image 

augmentation for AI generation. This suggests a lot of studies 

were not able to collect sufficient leukocyte images or the 

upper limit of GPU performance has been reached for each AI 

model generation. Furthermore, it is reported that up to 100 

hours or more of calculation was performed to generate one 

AI model. However, extracting more morphological features 

of leukocyte and generating more accurate AI models for 

hematological diagnosis requires more computing 

performance and large memory.  

Kimura et al. [12] studied an AI model that combined CNN 

and XGBoost, and they reported that it showed more than 

93.5% accuracy in discriminating between myelodysplastic 

syndromes (MDS) and Aplastic anemia (AA). It required the 

extraction of 17 cell types and 97 morphological features for 

the diagnosis of these two extremely difficult to distinguish 

diseases. In addition, 695030 labeled images were used for AI 

training. Their study shows that the generation of AI models 

for immature or reactive leukocyte recognition identification 

or diagnosis requires extremely high computational 

performance and a large number of images for AI training. 

However, general-purpose computational hardware 

performance for AI model computation has reached its upper 

limit, and innovation of GPU performance or reduction the 

amount of calculation is required. Therefore, in future work, 

the generation of AI for hematological morphology diagnosis 

will also require approaches both diversification of the images 

and optimization of the number of images in the training 

dataset. Our approach shows that a suitable data augmentation 

method should be selected to obtain an optimized image 

dataset for AI training from a small number of images in 

mature leukocyte recognition. In our future work, we will 

study effective data augmentation methods for the recognition 

of abnormal and reactive leukocytes. 

Conclusion  

The effect of data augmentation with rotation was the only 

significant effective technique in AI model generation for 

leukocyte recognition. On contrast, the effect of data 

augmentation with image distortion or image scaling was 

poor. Both image distortion and image scaling did not show 

significant difference. Furthermore, accuracy improvement 

was limited to specific leukocyte categories. Although data 

augmentation is one effective method for high accuracy in AI 

training, we consider that a highly effective method should be 

selected. 
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