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Abstract 

Recently, an active area of research in pharmacovigilance is to 
use social media such as Twitter as an alternative data source 
to gather patient-generated information pertaining to 
medication use. Most of thr published work focuses on 
identifying mentions of adverse effects in social media data but 
rarely investigating the relationship between a mentioned 
medication and any mentioned effect expressions. In this study, 
we treated this relation extraction task as a classification 
problem, and represented the Twitter text with neural 
embedding which was fed to a recurrent neural network 
classifier. The classification performance of our method was 
investigated in comparison with 4 baseline word embedding 
methods on a corpus of 9516 annotated tweets. 

Keywords:  

Drug-Related Side Effects and Adverse Reactions, Deep 

Learning, Social Media  

Introduction 

Social media have become a popular platform for people to 

share their personal experiences, including those pertaining to 

their intake of medications. The wealth and value of personal 

medication experiences on social media have driven active re-

search endeavors in using social media as an alternative data 

source for pharmacovigilance in order to augment the surveil-

lance data. In 2015, Golder and colleagues [1] collected over 

3000 publications germane to pharmacovigilance and social 

media. However, the primary focus has been on identifying 

mentions of pharmaceutical products and adverse drug reac-

tions or events, which is a task of entity recognition in infor-

mation retrieval. Very little has been done in understanding the 

relations between the mentions of drugs and their effects, and 

discovery of such relations remains largely a manual process, 

as reported in the work of identifying potentially unreported ef-

fects of Humira and opioids from Twitter data [2,3]. 

There exist a number of methods for extracting drug-related re-

lations in biomedical field, including machine learning-based 

methods [4-6], dependency tree-based approaches [7-10], and 

kernel-based methods [11-13]. These methods were developed 

mainly for processing formal writings of scientific literature.  

Thanks to their abundance and relatively short form, Twitter 

data were considered for this study. As the posts on a general 

social media platform, Twitter data  possess unique character-

istics unfound in formal writings: they are noisy, they may con-

tain creative short texts to include the needed information 

within the space limit, their textual content may not follow 

grammatical and spelling rules, and they can be ambiguous due 

to short text. All these make the conventional methods for for-

mal writing perform poorly [22]. In addition, there is a lack of 

relation extraction tools for Twitter data, although there are 

published works on information extraction from Twitter data 

[14-16] which focused on entity recognition. 

In identifying any relations in Twitter posts pertaining to med-

ication effect, we defined three types of relation between a med-

ication and an effect expression in a single tweet: side effect (s), 

indication (i) (for beneficial relation), and no relation (neither 

side effect nor indication) (n). This treatment of the medication 

effect relations follow the SIDER database [20] where only two 

types of relations, side effect and indication, were extracted 

from marketed drugs. The no-relation type was added to repre-

sent the cases where neither relation exists between a drug and 

an effect expression. Examples of these relations are as follows 

(medications are in boldface and effects are underscored): 

“I am the same. Been on Tecfidera 18 mo. Flushing 

and hives at first. Went away.” (s) 

“Abilify - antipsychotic used to treat schizophrenia, 

bipolar disorder, and agitation.” (i) 

 “*shakes bottle of ritalin*” (n) 

The first tweet describes the side effects (flushing and hives) of 

Tecfidera, even though the medication and effects are in the 

same sentence. The second tweet clearly indicates that Abilify 

treats several disorders/effects. In the last tweet which is in our 

corpus of study tweets, word shack, which has multiple mean-

ings (senses), may be interpreted as a synonym of the concept 

tremor. (http://linkedlifedata.com/re-

source/umls/id/C0040822). And word shack and drug Ritalin in 

this tweet has neither side effect nor indication relationship. 

In this study, we treated the relation extraction as a supervised 

3-class classification problem and investigated the classifica-

tion performance of representing Twitter data using the neural 

embedding technique implemented in word2vec [17], which 

achieved the state-of-art results in many NLP tasks [17, 18]. In 

neural embedding, the language model is learned from unla-

beled text data, and each term is represented as a dense vector 

of real numbers. Each tweet is represented as a serious of dense 

vectors which serve as the input of the subsequent classifier. 

The neural embedding language model embeds linguistic syn-

tactic and semantic characteristics which can be leveraged for 

discovering relations between entities. 
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Methods 

The pipeline of data processing and analysis is shown in Figure 

1. After initial processing of Twitter data, which is described in 

the Data section, a corpus of tweets containing at least a medi-

cation and one or more effect expressions was generated. This 

corpus was annotated and later used by both baseline methods 

and the proposed neural embedding approach. Classification 

performance of each method was collected and evaluated. Fi-

nally, statistical analysis was conducted to confirm the exist-

ence of any differences in classification performance between 

the baseline methods and the proposed method. 

 

 

Figure 1 – Pipeline of Data Processing and Analysis 

Data 

A collection of 53 million tweets related to 100 medications 

was gathered using a home-made crawler in compliance with 

the Twitter.com access policy. These tweets were posted be-

tween March of 2006 and June of 2017, and collected in June 

of 2017. Preprocessing the 53 million raw tweets generated 12 

million “clean” tweets which are English only, without dupli-

cates and re-tweets. This corpus of “clean” tweets was used to 

train the Word2vec neural embedding language model, which 

represents each token in tweets as a dense vector of real num-

bers. Later, the “clean” tweets were filtered with effect terms 

obtained from the SIDER database [20], a side effect resource 

hosted at the European Molecular Biology Laboratory, and 

their variations (synonyms) in the consumer health vocabulary 

(CHV) [21], leading to a corpus of 3.6 million tweets which 

were used to infer the pairs of medication and effect based upon 

relational similarity. Finally, 300 pairs were randomly selected 

and 9516 tweets containing each pair of medication and effect 

were retrieved from the collection of 3.6 million tweets [2]. 

The 9516 selected tweets were annotated by two annotators ac-

cording to an annotation guideline. Each tweet was given a la-

bel s, i, or n, representing side effect, indication, or no relation. 

Any disagreement in the annotation was resolved by another 

researcher. Table 1 lists the composition of the annotated tweet 

corpus. 

Table 1 – Composition of the Annotated Tweet Corpus 

Class # of Tweets 
Side Effect (s) 2470 

Indication (i) 2299 

No Relation (n) 4747 

Total 9516 

 

Baseline Methods 

To evaluate the classification performance of the proposed neu-

ral embedding approach, four word embedding methods were 

considered as the baseline. This arrangement helped us com-

pare the neural embedding method with other word embedding 

approaches. They are TF-IDF (term frequency–inverse docu-

ment frequency) with SVM (support vector machine) classifier, 

BOW (bag of words) with SVM classifier, TF-IDF with DNN 

(deep neural network) classifier, and BOW with DNN classi-

fier. The DNN classifier was configured as having 5 hidden lay-

ers with 1500 nodes in each layer. 

Neural Embedding Approach 

For our proposed neural embedding approach, a word2vec 

model was generated using a corpus of 12 million unlabeled 

tweets. In testing, each annotated tweet was fed to word2vec 

[17] to generate a series of dense vectors. Word2vec was con-

figured to use its skip-gram architecture with a window size of 

10 – that is, 10 words before and after the center word, to have 

sufficient context span embedding the semantical relationship 

of a medication mention and effect expression. Other notable 

parameters are the minimum count of 5 and dimension of  

 

Table 2 – Classification Performance Results. The highest value of each measure is in boldface. 

Method Acc Prec (s) Prec (i) Prec (n) Rec (s) Rec (i) Rec (n) F1 (w) 
BOW+SVM 0.681 0.693 0.567 0.716 0.707 0.445 0.779 0.673 

TF-IDF+SVM 0.679 0.706 0.570 0.700 0.693 0.399 0.802 0.667 

BOW+DNN 0.682 0.677 0.553 0.738 0.718 0.511 0.742 0.678 

TF-IDF+DNN 0.671 0.688 0.535 0.712 0.696 0.458 0.755 0.664 

w2v+LSTM 0.707 0.691 0.590 0.766 0.714 0.565 0.767 0.703 
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 Acc Prec (s) Prec (i) Prec (n) Rec (s) Rec (i) Rec (n) F1 (w) 
BOW+SVM Sig Not Sig Sig Sig Not Sig Sig Sig Sig 

TF-IDF+SVM Sig Not Sig Not Sig Sig Not Sig Sig Sig Sig 

BOW+DNN Sig Not Sig Sig Sig Not Sig Sig Sig Sig 

TF-IDF+DNN Sig Not Sig Sig Sig Not Sig Sig Not Sig Sig 
 

300. The output of word2vec model was fed to a long short-

term memory (LSTM) neural network, a recurrent neural net-

work capable of persisting information previously processed, 

helping retain semantics within the context of each tweet. The 

LSTM classifier was configured to have an input layer of 128 

units and one dense output layer with 3 units (for 3 classes). 

Implementation 

Scikit-learn Python library (https://scikit-learn.org) was used to 

implement SVM, and DNN, and Keras library (https://keras.io), 

which runs on top of TensorFlow (https://www.tensor-

flow.org), was utilized to implement LSTM. 

Statistical Analysis 

All the methods in this study were evaluated with 10-fold cross-

validation. The annotated tweet corpus was partitioned into the 

same 10 folds for all the methods. The average value was cal-

culated for each performance measure.  

To confirm the existence of any differences of classification 

performance between the neural embedding method and each 

baseline method, Wilcoxon Signed Rank Test performed on 

each pair of a baseline method and the proposed approach for 

the same data partition. The beauty of the Wilcoxon Signed-

Rank Test is that it does not have any assumption of the distri-

bution of the data. The performance difference is considered in 

existence if the signed-rank value is not more than the critical 

value of the given α (0.05) and n (10) for this study. 

Results 

Table 2 lists the performance measures of each method for each 

class (type) of relations. The first 4 methods are the baseline 

methods and the last one (w2v+LSTM) is the neural embedding 

approach. In the table, Acc: accuracy, Prec: precision, Rec: re-

call, s: s class, i: i class, n: n class, and w: weighted. F1 is the 

geometric mean of precision and recall of a given class. The 

weighted F1 was used to take into the consideration the class-

imbalance of the dataset – that is, three classes do not have the 

same number of tweets in our dataset. 

Listed in Table 3 are the results of our statistical analysis of the 

Wilcoxon Signed Rank Test on each performance measure be-

tween each pair of a baseline method and the neural embedding 

method. In the table, Sig: significant, and Not Sig: not signifi-

cant. Significant means that performance difference between 

each pair of methods does exist, and not significant indicates 

that the difference is due to chance. Underscored results corre-

spond to those with the highest values in Table 2. 

Discussion 

As can be seen in Table 2, the neural embedding method 

achieved highest values in 5 out of 8 performance measures, 

whereas 2 baseline methods achieved highest values in the re-

maining 3 measures: precision and recall on s class, and recall 

on n class.  

In practical applications, we are more interested in whether a 

method can predict side effect(s) relations and/or beneficial ef-

fects (i) relations correctly, and the performance on n class 

should not be a major concern.  

For accuracy, a measure for all the classes together, our method 

achieved the best performance with the support of statistical 

confidence. 

As to precision, a measure of the percentage of true (actual) 

positives in the predicted result for a given class – e.g., the frac-

tion of actual s class tweets are in the predicted s class tweets, 

our approach achieved mixed results. For the s class, there is no 

statistic support to the differences between our proposed 

method and any baseline methods. In other words, our proposed 

method may perform equally well as any of the baseline meth-

ods. For the i class, the proposed method performed better (than 

BOW+SVM, BOW+DNN and TF-IDF+DNN) or identically 

well (to TF-IDF+SVM).  

In regards to recall is a measure of the fraction of true positive 

tweets in our dataset included in the prediction for a given class 

– for example, the fraction of the number of the actual s class 

tweets in the predicted s class vs. the total number of s class 

tweets in our corpus of annotated tweets. Our proposed method 

outperformed all the baseline methods on the i class, but the 

statistical analysis does not confirm that the difference on the s 

class between our method and each of the baseline methods. In 

other words, the recalls on the s class by different methods 

showed no difference. 

The results of the weighted F1 score indicated that our method 

is superior to all the baseline methods with the statistic support, 

supporting that our method had the best performance. 

In short, if a single method need to be considered, the neural 

embedding method appears to be the best candidate for our task. 

To understand why and how our neural embedding method mis-

classified tweets for both s and i types (classes) of relations and 

to help improve the algorithm, we randomly sampled 40 mis-

classified tweets. Twenty of them were supposed to belong to 

the s class and the other 20 to the i class. For the 20 s class 

tweets, 10 were predicted for the i class and other 10 for n class, 

represent the misclassified s class tweets. The 20 i class tweets 

contained 10 predicted s class tweets and 10 predicted n class 

tweets. 

There are a number of observations of misclassification. First, 

several tweets contain multiple medications and/or multiple ef-

fects. For example, “#Januvia and #Janumet have an associated 

risk of acute #pancreatitis when used to treat #diabetes” is an s 

class tweet for the Januvia-acute_pancreatitis. Not only does 

the tweet mention multiple drugs and effects, but it also con-

tains both side effect (acute pancreatitis) and indication (diabe-

tes) relations.  

Some tweets seem to be mis-labeled. For instance, “@PERSON 

need a script but Nasonex works really well. Use Telfast as your 

antihistamine, non drowsy. Hope you feel better soon” was in-

corrected labeled as i class for the Nasonex-sleepiness relation. 

Here “non drowsy” is related to Telfast, not Nasonex. In addi-

tion, “non drowsy” is not sleepiness. This type of error is more 

Table 3 – Wilcoxon Signed Rank Test Results (α = 0.05 and n = 10). 
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likely to be caused by our annotation process where the resolver 

only resolved disagreed labels without reviewing any tweets 

with agreed annotation by two annotators. 

Twitter users tend to have a key hashtag at the end of their posts. 

In our case, the hashtag can be a medication or an effect. An 

example of such tweets is “My pills to treat my nausea ha side 

effects of nausea and shortness of breath which i have now haha 

at least im not bald yet! #omeprazole.” This type of tweets can 

pose some difficulty of resolving coreference by computer. 

Acronyms are common in medical terminology, and many can 

have multiple meanings. This situation may confuse a classifier. 

In this instance of the i class, “@PERSON (((hugs))) I hope its 

ok - PEs are a shit but very treatable, though clexane. :( :( :(” 

for the clexane-lung_embolism relation, PE means pulmonary 

embolism in the context, and our classifier predicted it as no 

relation (n). 

Several side effect tweets (s class) were misclassified as indi-

cation (i class) tweets without obvious reasons. An example of 

such tweets is “just called my doctors office to tell them im hav-

ing hives from adderall and that i also want to keep trying anti-

depressants” for the Adderall-hives relation. 

For pharmacovigilance, tweets of personal experience related 

medication use are of special interest. Our ultimate goal is to 

automate discovery of self-reported experience of medication 

effects from abundant and ever-growing number of Twitter 

posts, to identify any potentially unreported medication effects. 

As such, a pipeline can be devised to first identify personal ex-

perience tweets [19] and afterwards extract medication-effect 

relations from the tweets. The outcome of this pipeline will be 

the tweets of personal experience related to medication use.  

Conclusions 

We studied the word2vec-based neural embedding of tweet text 

along with an LSTM recurrent neural network to extract medi-

cation-effect relations from medication-related tweets, and its 

performance was compared with 4 baseline methods. The re-

sults of the neural embedding method on a corpus of 9516 an-

notated tweets indicated that it outperformed the baseline meth-

ods in the majority of performance measures, and demonstrated 

no differences in other measures from our statistical analysis. 

This exhibits the utility of our neural embedding method for 

extracting medication-effect relations from Twitter posts. In 

short, the neural embedding method can be a good choice if a 

single method is needed for our task. 
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