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Abstract 

This study aims to investigate the prediction of hospital read-
mission of alcohol use disorder patients within 28 days of dis-
charge and compare the performance of six machine learning 
methods i.e., random forest (RF), logistics regression, linear 
support vector machine (SVM), polynomial SVM, radial SVM, 
and sigmoid SVM.  
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Introduction 

Unplanned hospital readmission within 28 days after discharge 

is an indicator of medical quality[1]. Since 2006, the Australian 

government has been monitoring the 28-day readmission rate 

to gain more insights into the quality of care[2]. Reducing the 

rate of unplanned hospital readmission is a way to improve the 

quality of care and reduce costs[3]. Alcohol use is thought to be 

associated with a generally higher rate of hospital readmis-

sion[4]. Identifying the predictors of readmission in patients 

with alcohol use disorder is an important step to prevent read-

mission[5]. Knowing which patients are at increased risk of re-

admission at the beginning of treatment may also help clini-

cians provide treatments that match the needs of the patients 

and reduce potentially preventable readmissions[6]. Although 

there have been many studies on the factors that affect patients' 

readmission[5-7], to the best of our knowledge, no existing 

study has specifically focused on hospital readmission for pa-

tients with alcohol use disorder. Therefore, this study aims to 

identify the predictors of hospital readmission in 28 days for 

patients with alcohol use disorder, and to predict the patient's 

hospital readmission status (i.e., binary results of yes or no) 

within these 28 days by conducting machine learning on data 

extracted from electronic medical records.  

Machine learning algorithms 

Logistic regression (LR) is a generalised linear model used to 

solve binary classification problems[8]. Using a given set of 

features which can be continuous, discrete or a mixture of the 

two types and a binary target, LR calculates the linear combi-

nation of the input and passes it through the sigmoid (or logical) 

function. Therefore, the output value of LR is between 0 and 1, 

which can be interpreted as classification probabilities. The 

competitive advantage of this method is easy to use a, thus is 

often used[9]. García-Laencina et al. used LR to predict the 5-

year survival of breast cancer patients[8].  

Random forest (RF) is an effective prediction tool. Based on the 

theory of ensemble learning, it completes the learning task by 

constructing and combining multiple learners, thereby improv-

ing the generalisation ability of the classifier, and enabling the 

algorithm to accurately learn simple and complex classification 

functions[10]. RF can achieve good performance on various 

data sets, thus is advantageous than  the other technologies for 

processing highly nonlinear biological data and noise re-

sistance[10]. 

Classical Support Vector Machines (SVMs) are binary classifi-

ers[9]. SVMs are among the best off-the-shelf supervised learn-

ing models that are capable of effectively dealing with high-

dimensional data sets[9]. Linear SVM is usually used to handle 

large amount of data vectors, such as text categorization. Poly-

nomial SVM is used to process images, and radial SVM be used 

when they have no prior information about the data. Sigmoid 

SVM is mainly used as a proxy for neural networks[11].  

Methods 

Data collection 

Data were obtained from the Illawarra Health Information Plat-

form (IHIP) - a non-identifiable health databank with data 

sourced from the Illawarra Shoalhaven Local Health District 

and other sources[12]. It is a large data set managed by the Cen-

tre for Health Research Illawarra Shoalhaven Population 

(CHRISP). We integrated four de-identified datasets: emer-

gency department (ED), hospital admitted patient data (AP), 

community-based drug and alcohol service data (DA) and men-

tal health data (MH) from December 2011 to January 2019 (See 

Table 1). Unique patient identifiers were used across the four 

datasets, allowing us to determine whether a patient had pre-

sented to ED, been admitted to a hospital ward, or had some 

form of contact (e.g., intake or assessment) with the drug and 

alcohol service or mental health service.  

Variable selection 

Since we were interested in factors that led to hospital readmis-

sion within 28 days, we defined the readmission in 28 days as 

the output variable.  

We chose a set of predictor variables for examination based on 

the variables that had been studied in previous research[5-7], 

and a discussion with the health information manager. The se-

lected variables were from the hospital admitted patient dataset. 
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They include patient characteristics (i.e., age group, gender, 

race, marital status) and hospitalisation related information 

(i.e., emergency status, source of referral, length of stay). We 

summarised the existing data and manually identified new var-

iables (primary diagnosis, ED visit, DA visit, MH visit, first 

hospitalisation, number of diagnoses, number of specialties, 

number of historical admissions before current admission). 

Table 1. Introduction of the four datasets 
 

ED AP DA MH 

No. of patients 10,447 9,392 7,068 3,911 

No. of records 70,172 49,654 22,6534 50,6065 

No. of variables 47 127 18 66 

Data pre-processing 

The discharge diagnoses in the ED and AP data were used to 

identify patients with alcohol use disorder. And all the admis-

sion records of these patients from the AP data set were ex-

tracted. The data was further processed following the rules be-

low: 

1. Records of patients who were admitted only once were 

excluded from the analysis. 

2. Planned readmission records were removed to mini-

mise bias in prediction results.  

3. Admissions that resulted in either discharge to a hos-

pice or patient death were removed. 

4. For admission with multi-episode, the information of 

the first episode was kept representing the entire ad-

mission. 

5. Records of each patient were sorted according to the 

admission date and time.  

6. Variables with more than 30% missing values or varia-

bles with the same value in all records were removed, 

the missing observations of medical data were usually 

difficult to estimate. 

7. For categorical variables, merged the categories with 

percentages less than 1% as "other". 

Data analysis 

The output variable “whether a patient was readmitted within 

28 days” is dichotomous. Therefore, binary logistic regression 

will be used to determine whether an input variable has a rela-

tionship with the output variable[7]. All analyses will be per-

formed with IBM SPSS for Windows version 26. 

We plan to apply the RF model to the variables existing in the 

data set as a benchmark and compare it with the model after 

adding new variables to determine whether the addition of new 

variables improves the prediction accuracy. We will apply six 

machine learning algorithms: RF, LR, linear SVM, polynomial 

SVM, radial SVM, and sigmoid SVM to build predictive mod-

els and compare them with the benchmark. The R statistical 

package will be used to run these machine learning algorithms.  

We plan to use ten-fold cross-validation to validate each pre-

diction model. Models will be measured with six parameters: 

accuracy, sensitivity, specificity, positive predictor values, neg-

ative predictor values, and receiver-operating characteristic 

curve. We will assign the accuracy measure the highest im-

portance because the main goal of the study is to find a predic-

tion model that best predicted the variables.  

Results 

We expect to define the factors affecting hospital readmission 

within 28 days of patients with alcohol use disorder through this 

study. Identifying these predictors are of great clinical im-

portance as they are beneficial for reducing readmission rates 

going forward. In addition, we plan to establish a high-perfor-

mance predictive model based on these predictors to accurately 

predict the patients who will be re-admitted in 28 days. This 

will help to better match patients and treatment methods or es-

tablish a social support network to reduce the burden on hospi-

tals. 
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