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Abstract. Chronic exposure to environmental arsenic has been linked to a number 

of human diseases affecting multiple organ systems, including cancer. The greatest 
concern for chronic exposure to arsenic is contaminated groundwater used for 

drinking as it is the main contributor to the amount of arsenic present in the body. 

An estimated 40% of households in Nova Scotia (Canada) use water from private 
wells, and there is a concern that exposure to arsenic may be linked to/associated 

with cancer. In this preliminary study, we are aiming to gain insights into the 

association of environmental metal’s pathogenicity and carcinogenicity with 
prostate cancer. We use toenails as a novel biomarker for capturing long-term 

exposure to arsenic, and have performed toxicological analysis to generate data 

about differential profiles of arsenic species and the metallome (entirety of metals) 
for both healthy and individuals with a history cancer. We have applied feature 

selection and machine learning algorithms to arsenic species and metallomics 

profiles of toenails to investigate the complex association between environmental 
arsenic (as a carcinogen) and prostate cancer. We present machine learning based 

models to ultimately predict the association of environmental arsenic exposure in 

cancer cases. 
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1. Introduction 

Chronic exposure to environmental arsenic has been observed to affect multiple human 

organs leading to chronic diseases such as diabetes, cancer [1], cardiovascular and 

neurological disorders. Chronic arsenic exposure occurs primarily through contaminated 

groundwater used for drinking, especially water drawn from wells in areas with naturally 
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occurring environmental arsenic. In Atlantic Canada, the province of Nova Scotia (NS) 

has high levels of naturally occurring environmental arsenic [2]. An estimated 40% of 

households in NS use well water, and 12% of wells were found to have arsenic 

concentrations above the Canadian drinking water safety guideline. Furthermore, 

Atlantic Canada has the highest incidence rates of all cancers in the country. Given 

Atlantic Canada’s high cancer rates, presence of environmental arsenic and use of well 

water, it is important to understand how exposure to environmental arsenic contributes 

to the incidence of cancer in the region. 

This long-term research study is investigating the impact of environmental arsenic’s 

pathogenicity and carcinogenicity—i.e., the arsenic body burden which measures the 

amount of arsenic present in the body—on the incidence of different types of cancers. 

We aim to understand the associations between environmental arsenic exposure and 

cancer types by using multiple biomarkers—i.e., urine that captures short-term arsenic 

exposure and toenails that capture long-term chronic arsenic exposure. The 

distinguishing aspect of our approach is the use of toenails as a new biomarker for 

environmental metal exposure, and the use of arsenic speciation in addition to 

metallomics profiles [3]. The biomarkers for both cancer and healthy participants were 

collected by Atlantic Partnership for Tomorrow’s Health (Atlantic PATH) which has the 

world’s largest biobank of toenails [4]. We performed toxicological analysis of these 

biomarkers, collected from both individuals who are healthy and with a history of cancer, 

to generate complete arsenic species and metallomics profiles. Using the arsenic species 

and metallomics profiles, we applied Machine Learning (ML) methods to generate 

cancer prediction models to differentiate between healthy individuals and those with a 

history of prostate cancer based on toxicological analysis of their toenail samples. 

2. Background 

Most studies assessing speciation have focused on analysis of urine which is better suited 

for assessing short-term exposure (3-4 days). Since many arsenic-related diseases arise 

from chronic exposure, measuring longer-term biomarkers may prove to be a more 

relevant. Since toenails grow slowly they can provide a longer period (2-12 months) of 

arsenic exposure data [3] as such are more suited as a novel biomarker to study the 

molecular mechanisms of metal pathogenicity and carcinogenicity. 

ML methods have been used to predict disease risk using the metallome profile. 

Ahmed and Santosh [5] used the concentrations of metal elements from a serum 

metallomic analysis to predict the likelihood of Parkinson’s disease using with a neural 

network. Luo [6] used Bayesian kernel machine regression to examine associations 

between heavy metals (blood levels) and indicators of kidney functions, where exposure 

of a co-occurring heavy metals mixture was associated with poor kidney function. Tan 

et al. [7] applied Adaboost to trace metal elements from urine samples to predict early 

lung cancer. Guo et al. [8] applied support vector machine to metal elements from hair 

samples to predict prostate cancer. These studies in the literature show the potential of 

using ML algorithms to predict disease risk based on metallome profiles, it is noted that 

these models were developed using a small dataset (maximum 160 samples), 

conventional biomarkers and simple ML algorithms. 
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3. Methodology 

The data was provided by Atlantic PATH, a longitudinal cohort study in Atlantic Canada 

with more than 35,000 participants. Participants provided questionnaire data, physical 

measures and biosamples [4]. The dataset contained 573 individuals—431 healthy 

controls and 142 participants with a history of cancer. The data include demographics, 

arsenic species and metallome profiles of all metals. This data and the toenails were 

collected between 2009-2015 during baseline recruitment. 

3.1. Toxicological Analysis 

Toxicological analysis of the biomarkers was performed by the Health and Environments 

Research Centre (HERC) Laboratory at Dalhousie University. High Performance Liquid 

Chromatography (HPLC) and Inductively Coupled Plasma-Mass Spectrometry (ICP-

MS) was used for analysis of toenails samples. For arsenic speciation, three forms were 

measured: (1) inorganic arsenic (iAs: arsenite + arsenate), (2) monomethylarsonic acid 

(MMAV), and (3) dimethylarsinic acid (DMA). Separately, the concentrations of 36 

additional metals (e.g., Cd, Ni, Pb, etc.) as a metallomics approach were measured. The 

toxicological analysis of toenails yielded a dataset of arsenic species 

as %MMA, %DMA, %iAs, PMI, SMI and metallome profiles of all metals. 

3.2. Developing Classification Models using Machine Learning Methods 

This preliminary study is based on a small dataset, large number of attributes and a class 

imbalance. Given these challenges, our methodology included steps to select important 

features, address the class imbalance and use different types of ML methods to predict 

association between environmental arsenic and cancer. We experimented with the 

following ML methods: Decision tree (DT), random forest (RF), Support Vector 

Machine (SVM) with the various kernels, Neural Network (NN), ensemble methods like 

XG-boost, and deep learning methods. 

4. Results 

Baseline classification experiments using the original data yielded a low classification 

accuracy in the 70-75% range. Next, to improve classification accuracy we addressed the 

class imbalance issue as the cancer class is underrepresented. We applied Adaptive 

Synthetic Sampling Method (ADASYN) and SMOTE, however we the up-sampling 

experiment did not improve the accuracy as shown in Table 1. 

 
Table 1. Classification accuracy of ML models using up-sampling methods. 

ML Methods SMOTE ADASYN 
DT 71.23% (F1-score: 0.23) 64.8%   (F1-score: 0.31) 

RF 79.79%(F1-score: 0.47) 72.5%  (F1-score: 0.60) 
5-NN 56.00%  (F1-score: 0.46) 59.48% (F1-score: 0.50) 

GNB 38.27% (F1-score: 0.37) 42.10%  (F1-score: 0.36) 

XG-Boost 72.13% (F1-score: 0.19) 62.00%  (F1-score: 0.45) 
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To investigate feature importance, we applied dimension reduction methods of PCA, 

LDA, and parallel axis plot (Figure 1) which indicated that Zn, Se, pDMA and SMI can 

be removed. Table 2 shows the classification results. The classification accuracy for the 

RF increased from 72.5% to 84.99% by parallel axis dimension reduction method. 

 

Figure 1. Red lines and blue ones indicate cancer samples and healthy people respectively. Note that samples 

of two classes are distributed all over Zn, pDMA, SMI, and Se axis. 

 

Table 2. Classification accuracy results after dimension reduction 

ML Methods LDA PCA Parallel axis 
DT 70.51%  71.73%  68.2% (F1-score: 0.18) 

RF 76.96%  78.36%  84.9%(F1-score: 0.86) 
5-NN 68.9%  69.98%  67%    (F1-score: 0.14) 

GNB 74.7%  65.79%  38%    (F1-score: 0.37) 

All SVM Methods 75%  75%  75%    (F1-score: 0.0) 

XG-Boost 75%  75%  75%    (F1-score: 0.0) 

 
Table 3. Classification accuracy results using the autoencoder 

Methods Accuracy 

 
Figure 2. ROC for the final classification model 

DT 90.05%  

(F1-score: 0.80) 

RF 97.56% 
(F1-score: 0.96) 

5-NN 91.8% 

(F1-score: 0.80) 

GNB 92.15% 

(F1-score: 0.81) 

XG-Boost 84.64%  

(F1-score: 0.56) 

RBF SVM 94.06% 

(F1-score: 0.87)  

 

In the last experiment, we applied an autoencoder to find nonlinear relations between 

features for dimensional reduction. We used a deep autoencoder consisting of 4 hidden 

layers—the number of neurons in the encoder section was equal to 18, 9, 4, and 2—the 

third layer was used for training the final set of prediction models. Table 3 presents the 
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classification accuracy and when compared with Table 2, the classification accuracy for 

all the ML models significantly improved with the of the use of the autoencoder. 

5. Discussion 

The main goal of this broader study is to investigate the association between 

environmental exposure of carcinogens and cancer risk. The use of ML methods to 

analyze toxicological data derived from novel biomarkers offers a new approach to 

investigate the risks for multiple cancer types (including prostate, breast, skin cancers) 

associated with environmental exposure of arsenic and other metals. This preliminary 

analysis demonstrated the potential of ML based data analysis for predicting the 

association between arsenic exposure and prostate cancer. Future research will build 

upon this work whereby we plan to analyze broader population cohorts resulting in large 

datasets to develop ML models to predict the likelihood of different cancer types 

associated with toxic metals exposure to formulate population level cancer risk 

prevention strategies. 
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