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Abstract. Radiology reports can potentially be used to detect critical cases that
need immediate attention from physicians. We focus on detecting Brain Hemor-
rhage from Computed Tomography (CT) reports. We train a deep learning classi-
fier and observe the effect of using different pre-trained word representations along
with domain-specific fine-tuning. We have several contributions. Firstly, we report
the results of a large-scale classification model for brain hemorrhage detection from
Turkish radiology reports. Second, we show the effect of fine-tuning pre-trained
language models using domain-specific data on the performance. We conclude that
deep learning models can be used for detecting brain Hemorrhage with reasonable
accuracy and fine-tuning language models using domain-specific data to improve
classification performance.
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1. Introduction and Methodology

There are several studies that develop classification models for radiology reports. For
example, [1] studied Epilepsy classification using bi-LSTM on a small dataset of radiol-
ogy reports from MRI. Our contributions can be summarized as follows: 1) An imple-
mentation for the critical non-traumatic hemorrhage detection from radiology reports.
2) A comparison between the baseline pre-trained FastText [2] and BERT [3] language
models and task-specific fine-tuned variations of them. 3) One of the first studies to train
deep learning models on a large textual dataset consist of Turkish radiology reports. 2
The brain CT reports are labeled using the 10, version of the International Classi-
fication of Diseases (ICD-10) diagnostic codes. There are two ICD-10 codes assigned
to each report, the first for preliminary diagnosis, assigned before the diagnostic imag-
ing, and the second for the final diagnosis after examining the images and radiology re-
port. We use about 100,000 brain CT reports for patients with a preliminary diagnosis
of hemorrhage indicated with 160, 161, 162. The reports whose preliminary and final di-
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Pre-trained Embedding Layer Precisionp, ;i | Recallp,give | Macro F-1
1) FastTexteommon crawt” 79.0640.71 21814008 | 55.17x064
- FastText ommon crawl (frozen) T4.821342 23.981218 | 55981094
2) FastTextpre—trained on 190k unsupervised reports 80.85+1.09 21.2540.42 54.9840.32
- FastTextyreirained on 190k unsupervised reports (frozen) 78.58.2.11 23.0311.00 | 55924052
3) Randomly initialized embeddingsn, pre—trained weights 68.164 56 50.351471 66.8940.95
4) BERTpqse” 72.9215 50 47.4915 60 67.5310.41
5) BERTFine—tuned on trainingreports 71.934282 57764388 71.07 1055
6) BERTFine—tuned on 190k unsupervised reports 74.3943 98 58.664644 | 72211097

Table 1. Precision, Recall and F1 scores of bi-LSTM classifier with different word representations.

agnoses codes match are labeled as positive (15697), the rest as negative (21819). Our
training, validation, test split ratios are 64, 16, and 20, respectively. For pre-training and
fine-tuning of language models (LM) we use 190,000 brain and thorax CT reports. We
use the same deep learning classifier [4] bi-LSTM with fixed hyper-parameters with dif-
ferent word representations [5] to see the effect of pre-trained models and fine-tuning.
Bi-LSTM is trained for 4 epochs using ADAM optimizer with a learning rate of 0.001.

2. Results and Conclusion

We show the effect of using different word representations in Table 1. As can be seen
in the table, the choice of word representation, e.g. fastText or BERT and its fine-tuning
has a drastic effect on the performance of the classifier. As expected, BERT contex-
tual embeddings work better than static embeddings of fastText. Fine-tuning BERT pre-
trained model with smaller but labeled task-specific data makes a difference. The dif-
ference is most visible when we fine-tune BERT with larger amounts of unsupervised
domain-specific data.

We conclude that deep learning models can be used for detecting Brain Hemorrhage
from radiology reports with reasonable performance (~ 72% F1) and fine-tuning pre-
trained language models such as BERT using domain-specific data to improve classifi-
cation performance. In the future, we plan to develop a highly accurate and explainable
real-world classification system to detect critical brain hemorrhage.
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3The publicly available fastText model https:/dl.fbaipublicfiles.com/fasttext/vectors-crawl/cc.tr.300.bin.gz
“4The publicly available model https://huggingface.co/dbmdz/bert-base-turkish-uncased



