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Abstract. We address the problem of semantic labeling of terms in two French 

medical corpora with the subset of the UMLS. We perform two experiments relying 
on the structure of words and terms, and on their context: 1) the semantic label of 

already identified terms is predicted; 2) the terms are detected in raw texts and their 

semantic label is predicted. Our results show over 0.90 F-measure. 
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1. Introduction 

Semantic labeling of terms consists of assigning semantic type (e.g. disorders, 

procedures, medication, chemical components, anatomy, signs and symptoms) to a term 

which is given or identified in the documents. Recent initiatives motivated the research 

on semantic labeling, mainly on English medical texts for concept normalization [1,2], 

but also French medical texts [3]. We aim to predict semantic labels of medical terms, 

with or without the detection of their boundaries within texts. We rely on two corpora 

which are part of the CLEAR corpus [4]: the French Wikipedia (1,324 articles, 3M 

words) and Cochrane database (7,678 abstracts, 4.5M words). The 238,983 French terms 

of the UMLS [5] associated with one of the 15 semantic groups [6] are projected on the 

corpora. The annotations are used as reference data (respectively, 58,213 and 123,880 

recognized terms). 

2. Methods and Results 

On the basis of the reference data, we perform two experiments. The word or term 

features are related to their structure (the inflectional form, prefixes and suffixes with 1 

to 3 characters, presence of uppercased and lowcased characters, and presence of special 

characters and numbers) and to their context (inflectional forms, lemmas and POS-tags 

within the 5-word windows on the left and on the right. We evaluate the results with 10-
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fold cross-validation and standard macro-measures at the level of semantic groups: 

Precision, Recall, and F-measure. 

In the first experiment, the terms are already identified in texts. The task is to predict 

their semantic group. The terms are classified through the 15 semantic groups with 

several algorithms (Decision Trees [7], Random Forest [8], and SVM [9]). The SVM 

provides the best results: it outperforms Random Forest by 0.30, for instance, and gives 

balanced values of Precision and Recall. The average of the performance for all semantic 

groups with SVM is above 0.94 in both corpora. Cochrane abstracts get slightly better 

results than Wikipedia articles. Results indicate that it is quite easy to differentiate the 

15 semantic groups among them on the basis of term structure and context. The second 

experiment consists in classifying each word according to 60 tags to predict the term 

boundaries and their semantic group with a BILOU representation. We used several 

algorithms (CRF [10], BiLSTM-CRF [11], Multilayer Perceptron (MLP) [12]). CRF 

outperforms BiLSTM-CRF by 0.30 and MLP by 0.40. The neural approaches are 

outperformed by CRF certainly because they may require larger datasets for training. 

The average of the CRF performance remains very high as well, with over 0.93 F-

measure, while we observe that the size of classes is important. This experiment also 

permits to find out the most probable sequences of classes. 

3. Conclusions and Future Work 

We presented experiments on the semantic labeling of terms in French medical corpora 

through 15 semantic groups from the UMLS. The best results are obtained with CRF 

(over 0.90 F-measure) which identifies the boundaries of terms within documents, and 

predicts semantic groups of terms. In future work, we will enrich the reference dataset 

with adjectival forms of terms, use a BERT model for the semantic labeling and use these 

predictions for helping the automatic text simplification. 
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