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Abstract. In previous work, we implemented a deep learning model with 
CamemBERT and PyTorch, and built a microservices architecture using the 
TorchServe serving library. Without TorchServe, inference time was three times 
faster when the model was loaded once in memory compared when the model was 
loaded each time. The preloaded model without TorchServe presented comparable 
inference time with the TorchServe instance. However, using a PyTorch preloaded 
model in a web application without TorchServe would necessitate to implement 
functionalities already present in TorchServe. 
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1. Introduction 

In previous work, we implemented a deep learning model for predicting the opinion of 
Twitter users on COVID vaccines before they were available on the market [1] with 
PyTorch and CamemBERT [2]. Using pretrained embeddings leads to larger number of 
parameters in the model which has an impact on inference time. For example, a simple 
model based on a Bi-LSTM network led to inference 434 times faster than using BERT 
[3]. Therefore, it is necessary to evaluate how recent models based on Transformers may 
perform after they are trained. We present a preliminary study comparing inference times 
with or without TorchServe, a library for serving PyTorch models. 

2. Methods 

We used an Elastic Cloud Compute instance on Amazon Web Services: a g4dn.xlarge 
with a Tesla T4 NVidia graphic card. Inference times were measured with and without 
using TorchServe. When the model was not deployed on TorchServe, we compared 
inference time when the is preloaded in memory (optimized approach), and when the 
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model is loaded each time we make a new prediction (naïve approach). A different 
number of tweets (100 vs. 1000) was used to evaluate the impact of the load. 

3. Results 

The mean inference time by tweet (third column) is described in Table 1 according to 
the number of tweets (first column), and model loading (second column) with and 
without TorchServe (optimized vs. naïve approach). Without TorchServe, inference time 
was three times faster when the model was loaded once in memory compared when the 
model was loaded each time. The preloaded model without TorchServe presented 
comparable inference time with the TorchServe instance. 
Table 1. Mean inference time by tweet with or without Torchserve 

Number of tweets Model loading Mean Inf. Time by tweet (ms) 
100 
100 

1000 
100 

1000 

Optimized approach 
Naïve approach 

Optimized approach 
TorchServe 
TorchServe 

18,70 
66,70 
13,00 
17,00 
15,40 

4. Discussion 

The naïve approach consists in reloading the neural network model in memory at each 
call. This is what would be done in a classic web application (without memory 
persistence) where each API call is independent. The optimized approach consists in 
manually preloading the neural network in memory and therefore make it available for 
each future call. Although performances were comparable with and without TorchServe, 
the optimized approach with preloading of the neural network has some shortcoming. 

First, the handling of the neural network is firmly coupled to the code of the 
application. On the contrary TorchServe, by proposing an API for inference, can be 
deployed on a server with a graphics processing unit, while having our web application 
and user interface on another server, in a microservices architecture. Second, this 
architecture is highly scalable and can easily be grown to fit our requirements. Finally, 
TorchServe is built to manage calls in parallel, a feature that the user will have to 
implement in the optimized version, which amounts to redeveloping TorchServe. 
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