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Abstract. Chronic wounds are ulcerations of the skin that fail to heal because of an 

underlying condition such as diabetes mellitus or venous insufficiency. The timely 
identification of this condition is crucial for healing. However, this identification 

requires expert knowledge unavailable in some care situations. Here, artificial 

intelligence technology may support clinicians. In this study, we explore the 
performance of a deep convolutional neural network to classify diabetic foot and 

venous leg ulcers using wound images. We trained a convolutional neural network 

on 863 cropped wound images. Using a hold-out test set with 80 images, the model 
yielded an F1-score of 0.85 on the cropped and 0.70 on the full images. This study 

shows promising results. However, the model must be extended in terms of wound 

images and wound types for application in clinical practice. 
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1. Introduction 

Chronic wounds are ulcerations of the skin and subcutaneous tissue that fail to heal in 

the physiological time span. Causing immobility, necrosis, and infections, chronic 

wounds pose a severe health threat to patients since they are associated with high 

morbidity and mortality. Alas, their prevalence rises across societies. For example, in the 

U.K., between 2013 and 2018, prevalence increased by 66% [1]. 

The timely classification of the underlying clinical condition that causes the stalled 

wound healing is key for preventing morbidity and mortality. For example, venous leg 

ulcers are driven by venous insufficiency, and diabetic foot ulcers are driven by diabetes. 

When this underlying condition is known, causal therapy can be initiated, amplifying the 

odds of healing. This challenging task requires domain knowledge. However, when this 
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knowledge on wound diagnostics is unavailable, e.g., in routine care situations in non-

specialised centres, technology such as artificial intelligence may support clinicians in 

wound classification. Artificial intelligence may accomplish this classification task based 

on deep neural networks that use wound images as a data source. Similar has been done 

for similar medical problems like classifying skin cancer [2] or wound infections [3]. 

This study hypothesises that artificial intelligence technology can classify a wound 

according to its underlying condition. We test this hypothesis on the two most prevalent 

wound types, i.e., diabetic foot ulcer and venous leg ulcer [1]. 

2. Methods 

For this study, we compiled a dataset of images showing either diabetic foot ulcers or 

venous leg ulcers. The images originated from two wound care centres that specialised 

in either wound type. Selected from the wound documentation, the images showed 

wounds without cremes, gels, and dressing remains. The wounds on the images had 

different healing stages and provided diverse wound characteristics, among them signs 

of maceration, infection, or necrosis. Additionally, we did not standardise the camera 

angle or distance between the camera and wound. We excluded images that did not show 

the complete wound. We split the images into a training, validation, and test set. The test 

set was then extended using available openly available images that confirm to the 

inclusion criteria. All images were labelled by a clinician with experience in wound care 

using bounding boxes to locate the images. Then, the images were cropped using those 

bounding boxes. As a result, the final image contained only the wound without any 

background or anatomical landmarks. 

For image classification, we used the xception model as the deep convolutional 

neural network with pre-trained weights [4]. In a previous study, this model was 

successfully deployed for a similar classification task on skin lesions and was found to 

be efficient and reliable [5]. For training, we used pre-trained weights based on the 

imagenet dataset. Furthermore, we froze the weights on the first two layers to transfer 

the information on the feature extraction of the pre-trained weights. The final model had 

21.2 Mio parameters, of which 55 thousand were frozen and thus not trainable.  

For model training, we rescaled all images to 224 to 224 pixels. Furthermore, we 

applied data augmentation by randomly shifting and shearing the image and 

manipulating the image's brightness to increase the model's external validity. We used 

the Python (3.9) version of the open-source software library TensorFlow (2.8). 

For model evaluation, we calculated precision (sensitivity), specificity, recall 

(positive predictive value), accuracy, and the F1-score. We evaluated this model twice: 

for the test sets of the cropped and the uncropped images. In the evaluation, the diabetic 

foot served as the reference category. 

3. Results 

The dataset used for training contained 909 wound images. The dataset contained 448 

images of diabetic foot ulcers and 461 of venous leg ulcers. The images' average raw 

height and width were 2705 and 3374 pixels, respectively. After cropping, the number 

of images in the dataset increased to 990 because some of them depicted more than one 

wound. The training set contained 863 images (87%), the validation set 47 images (5%), 

and the hold-out test set 80 images(8%). The latter contained 31 openly available wound 
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images. The evaluation of the 80 test images yielded higher performance metrics on the 

cropped images, e.g., the F1-score for the cropped images was 0.85 vs. 0.70 of the 

uncropped images. On the cropped images, the model showed a high recall (sensitivity) 

of 0.94; thus, when an image shows a diabetic foot ulcer, it is detected in 94 per cent of 

all cases. When an image shows a venous leg ulcer, it is detected in 75 per cent of all 

cases (specificity). Evaluated on the full images, the model's performance decreases to 

0.65 (recall) and 0.70 (specificity) (Table 1). 

Table 1. Evaluation metrics for the test dataset with additional external available images. Metrics in brackets 

represent the results on the test set alone (without the addional external images) 

Test-Dataset Accuracy Recall 
(Sensitivity) 

Specificity Precision (PPV) F1-Score 

Cropped Images 0.83 (0.90) 0.94 (1.00) 0.74 (0.79) 0.75 (0.79) 0.85 (0.91) 

Full Images 0.67 (0.85) 0.65 (0.84) 0.70 (0.81) 0.65 (0.87) 0.70 (0.83) 

4. Discussion 

This study tested the hypothesis that artificial intelligence technology driven by deep 

convolutional neural networks and using wound images can classify the wound type. The 

model yielded promising preformance, especially for the cropped images, as the F1-score 

(0.85) and the recall is high (0.94). The model’s performance was poorer for the full 

uncropped images most likely because it was trained on the cropped images. Higher 

performance on the full uncropped images would allow to skip the extra step of cropping 

done by a clinician. However, the results suggest that this step is beneficial. 

   

   

Figure 1. Left: Full Image Middle: Full Image with GradCam Right: Cropped Images; Upper Row: DFU Lower 
Row: Venous Leg Ulcer 

To evaluate whether to further pursue the goal of wound classification in full 

uncropped images, it is critical to understand if the model is able to focus on the salient 

features. Deep neural networks like the xception model are highly complex and are 

considered black boxes, and understanding them is hard. One possible approach gaining 

insights is to use gradient class activation mapping (Grad-CAM) [6]. Grad-CAM is an 

algorithm visualizing the salient features in the last convolutional layer that mainly drives 

the final classification (Figure 1). This approach may not only provide insights but also 

further facilitate a clinician's understanding of the models' inference and thus builds trust 

in the application. Another approach are object detectors which are convolutional neural 
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networks that can simultaneously locate and classify objects. A study on the detection of 

diabetic foot ulcers shows promising results. Thus, this approach should be investigated 

futher. Yet, in this study, we decided to evaluate classification models trained only on 

the cropped wound itself to test the ability to infer the wound type using just the wound 

itself, thereby reducing leaky information in the images, such as facility-specific 

background entities and anatomical landmarks. 

This study has limitations. First, we used a relatively small dataset for a model that 

is considered data intensive. So, adding more data may improve the model's performance 

by reducing epistemic uncertainty. However, it remains unclear if this strategy is 

successful, as the aleatoric uncertainty must be considered high because when physicians 

visually inspect the wound when making a diagnosis they consider further information 

such as the wound’s body site and further biomarkers. Another limitation is that we 

selected just two wound types in this study. However, a system used in clinical practice 

supporting clinicians must consider all wound types, including rare wound types such as 

the pyoderma gangraenosum. Thus, a system for actual clinical use should be the goal. 

This study presents a deep convolutional neural network trained to classify two types 

of wound images and extends the toolbox of automatic wound classification, e.g. tools 

are available that detect wound characteristics like macerations in wound images [7]. The 

performance metrics show promising results. However, the model must be extended in 

terms of wound images and wound types for application in clinical practice. 
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