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Abstract. Context: We present a post-hoc approach to improve the recall of ICD 
classification. Method: The proposed method can use any classifier as a backbone 
and aims to calibrate the number of codes returned per document. We test our 
approach on a new stratified split of the MIMIC-III dataset. Results: When 
returning 18 codes on average per document we obtain a recall that is 20% better 
than a classic classification approach. 
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1. Introduction 

Healthcare professionals meticulously record each patient's hospital visit via structured 
and semi-structured documents, which contain information about treatments, procedures 
and diagnoses. For financial reasons, healthcare institutions must associate billing codes 
from the International Classification of Diseases (ICD) with the aforementioned hospital 
visits. ICD coding is currently done manually by specialists. It is a very complex, tedious, 
subjective, costly, time-consuming and error-prone task. For example, in the United 
States, the cost of coding a single discharge summary is estimated to be about $172 [1]. 
The desire to limit costs has made the field of automatic coding a very active area of 
research. In recent years, the best results have been achieved by approaches using deep 
learning models. Mullenbach et al. [2] propose an approach combining convolutional 
neural networks and attention. Shi et al. [3] combine character level and sentence level 
LSTMs to code specific sections of the discharge summary. Teng et al. [4] combine 
convolutional neural networks, graph embeddings for code hierarchy, and attention.  
More recently, transformer based pre-trained language models have also been used. 
However, they do not outperform recurrent neural networks [5] in clinical coding. In this 
work, we propose a classifier that incorporates a budget approach. It is important to note 
that an error is the result of either an omitted label or of a wrong prediction. In the former 
case, the clinical coder must read the entire document to identify the omitted label. In the 
latter case, to invalidate the label, the coder only focuses on the parts of the document 
used by the model to make its prediction. In this context, our goal is to maximize recall. 
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The majority of papers evaluate their approaches on the existing MIMIC-III splits [2]. 
These splits have important stratification issues, which complicate the evaluation and 
comparison of methods. We evaluate the architecture of our classifier by comparing it to 
LAAT [6] on a new split of the MIMIC-III dataset that guarantees the stratification of 
labels in all the subsets. 

2. Method 

Let ��be the input space (the discharge summaries associated with each patient) and 

��the nodes of the ICD-9 hierarchy. The cartesian product � � ���� is a probability 

space with a joint probability measure �	
� where � � ��
�������� is a binary vector 

(representing the flattened ICD-9 hierarchy) that indicates whether a label is present or 
not. We want to minimize the following risk which is the inverse of recall:  
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We add two budget constraints (1a, 1b) to prevent minimizing the risk by returning all 
labels and a hierarchical constraint (2): 
1a) Between %& and %�codes are returned per document: 
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1b) On average %&& codes are returned over all documents: �	+!����!, ) %&& 

2) Hierarchical constraint: If a leaf node is returned then all of its parent nodes must 
also be returned: 
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Our goal is to construct a function �9 � : ���� that satisfies some combinations of 

the aforementioned constraints. In this paper, we test three different combinations of 
these constraints: 1) Top-K (1a and 2), 2) Average-K (1b and 2), and 3) Hybrid (1a, 1b 
and 2), which is an Average-K method with both an upper and a lower bound to prevent 
returning too many or too few codes. 

3. Experiments and Results 

Dataset: MIMIC-III [7] is a freely available clinical database. Most studies use the two 
splits created by Mullenbach et al. [2]. The first split contains the 50 most frequent ICD-
9 codes (11,368 records) and the second contains all 8,929 ICD-9 codes (52,722 records) 
(see Table \ref{tab:donnees}). The code distribution is considerably unbalanced. For 
example, code 567.2 occurs 211 times, while code 276.5 occurs 1,294 times, or six times 
as often. Furthermore, in the current splits, there is no guarantee that all the codes will 
be found in the learning, validation, and test sets. For example, the code 276.5 appears 
1,293 times in the learning set, once in the testing set and does not appear at all in the 
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validation set. We therefore decided to make our own split using the 1,000 most frequent 
codes in the dataset. We applied a stratification algorithm [8] to ensure that each code 
was represented in the same proportions in the training, test and validation sets. We also 
ensured that patients appearing in the training set do not appear in the test/validation sets. 
The final distribution of the data is presented in Table 1 (MIMIC-III-1000). 

Table 1. Statistics on the MIMIC-III splits 

Split Train Val Test Total 

MIMIC-III-50 8,066 1,573 1,729 11,368 

MIMIC-III-
10002 

44,592 2,716 5,327 52,635 

MIMIC-III-Full 47,719 1,631 3,372 52,722 

 

Implementation: We built an estimator of probabilities ;<  that uses a neural network on 
the nodes at the lowest level of the hierarchy and we estimate the parent probabilities on 
the basis of children scores. We chose LAAT [6] with the optimal parameters mentioned 
in their paper. We trained the model with a learning rate of 0.001 and a batch size of 8 
for 50 epochs. We used early stopping by monitoring micro F1; if there was no 
improvement after 5 consecutive epochs, we stopped the training. We used the 
word2vec3 embeddings trained on all the discharge summaries and a dropout of 0.3 
between the embedding and LSTM layers. For text preprocessing, we removed all tokens 
not containing alphabetic characters and we lowercased all the text. Once the estimator 
was built, we used it with the Top-K, Average-K and Hybrid rules. 
 
Evaluation: We evaluated our methods on all the splits but we only present here the 
results on the MIMIC-III-1000 stratified split. We also evaluated LAAT [6] on our split 
as our baseline and used the hierarchical recall as our metric. We drew curves that show 
the trade-off between budget size and micro recall and tested the 3 budget methods on 
two configurations: 1) taking only leaves from the hierarchy and 2) enriching the labels 
with their parents. 
 
Analysis and interpretation: Figure 1 shows the results for the different budget 
approaches. On the ordinate, we have the recall, on the abscissa we have the size of the 
budget. The red line represents the recall obtained by the baseline, LAAT [6]. The green 
line shows the average number of labels in the dataset. The graph on the left shows the 
results on the leaves of the hierarchy. Both methods obtain better results than the baseline. 
For Top-K, starting with a budget of 14 (the average number of labels per document), 
the method improves on the baseline. For Average-K, starting with a budget of 12, the 
method improves on the baseline. On average, Average-K achieves a recall that is 5.6% 
greater than Top-K. The graph on the right shows the results when using the hierarchy 
(enriching the labels with parent information). We have removed the leaves that have no 
siblings and their parents. To be able to compare to a method that does not take the 
hierarchy into account, we drew curves for when the entire budget is used on the leaves, 
the parents associated with the selected leaves being added manually. Starting with a 
budget of 24 (the average number of labels per document), Average-K improves on the 
baseline. For Top-K, we need a budget of at least 27 to improve on the baseline. On 

 
2 Splits created for this publication. https://github.com/leo90v/MIMIC-1000 
3 https://github.com/aehrc/LAAT/tree/master/data/embeddings 
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average, Average-K achieves a recall 5.61% greater than Top-K. Therefore, allocating 
the budget to the hierarchy provides a very small improvement in results. 

 

Figure 1. Top-K vs Average-K. In the left graph, we only consider leaf nodes. In the right graph, we consider 
the hierarchy.  

Finally, the results of the hybrid method are shown in Figure 2. Since the hierarchy did 
not improve the results, we tested this method only on the leaves. We drew the Top-K 
and Average-K curves as well since they represent the minimum and maximum 

performance we can obtain with the hybrid method. We set the upper bound (%�) as a 

function of the budget (%&&). In the graph on the left, we show the micro recall. With 

�=>%&&, the performance is on average 3.2% better than with Top-K and 2.25% worse 

than with Average-K. We also tested with �=?%&&, but did not draw it since the hybrid 

and Average-K curves overlap at that point. These results show that with relatively small 
bounds, the performance is similar to Average-K, while also preventing having an 
unmanageable number of predictions for some documents. In the graph on the right, 
we show the macro recall. We notice similar behavior but with considerably lower 

performance. For example, with �=@%&& the micro recall is 22% greater on average than 

the macro recall. This is mainly due to the imbalance of the data set. Even with stratified 
data, the model has difficulties with some labels. 

 

Figure 2. Hybrid method (micro recall on the left and macro recall on the right). 
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4.  Conclusion 

We have presented a new approach for semi-automatic clinical coding. We have tested 
our approach on the splits of the literature and on our stratified split. Via an adaptive 
predictor, we predict more or less codes per document and at different levels of the 
hierarchy. Our solution is applicable to any classifier. We plan to use other models in the 
future, such as LAAT trained with the LDAM loss function [9] designed for unbalanced 
datasets. We could also use transformers (e.g. Longformer), adapted to long documents 
[10], but they have not yet surpassed the state of the art for this task. We plan to develop 
approaches with a weighted budget to give more importance to certain codes. Finally, 
we plan to experiment our approach using ICD10 and more contemporary data from 
CHU Montpellier. 
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